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3-D Motion Estimation Using Range Data
Hamid Gharavi, Fellow, IEEE, and Shaoshuai Gao

Abstract—Advanced vehicle-based safety and warning systems
use laser scanners to measure road geometry (position and cur-
vature) and range to obstacles in order to warn a driver of an
impending crash and/or to activate safety devices (air bags, brakes,
and steering). In order to objectively quantify the performance of
such a system, the reference system must be an order of magnitude
more accurate than the sensors used by the warning system.
This can be achieved by using high-resolution range images that
can accurately perform object tracking and velocity estimation.
Currently, this is very difficult to achieve when the measurements
are taken from fast moving vehicles. Thus, the main objective is to
improve motion estimation, which involves both the rotational and
translation movements of objects. In this respect, an innovative
recursive motion-estimation technique that can take advantage of
the in-depth resolution (range) to perform accurate estimation of
objects that have undergone three-dimensional (3-D) translational
and rotational movements is presented. This approach iteratively
aims at minimizing the error between the object in the current
frame and its compensated object using estimated-motion dis-
placement from the previous range measurements. In addition,
in order to use the range data on the nonrectangular grid in
the Cartesian coordinate, two approaches have been considered:
1) membrane fit, which interpolates the nonrectangular grid to
the rectangular grid, and 2) the nonrectangular-grid range data
by employing derivative filters and the proposed transformation
between the Cartesian coordinates and the sensor-centered coor-
dinates. The effectiveness of the proposed scheme is demonstrated
for sequences of moving-range images.

Index Terms—Intelligent transport, ladar, laser scanners,
object tracking, range image, three-dimensional (3-D) motion
estimation, vehicle safety.

I. INTRODUCTION

THE CLASSICAL motion-estimation techniques in com-
puter vision use intensity images or stereovision to

estimate three-dimensional (3-D) motion parameters. These
techniques are not yet sufficiently robust or fast enough to
be used for highly sensitive real-time systems such as crash-
prevention operations [1]–[4]. Recently, with the rapid progress
of range-camera technology, capturing what is referred to as
two-and-a-half-dimensional (2.5-D) images is becoming possi-
ble. Currently, high-speed range cameras are capable of acquir-
ing raster-depth measurements of an object with relatively high
frame rates. These images can provide precise measurements
of the geometry of the 3-D environment, including all three
Cartesian coordinates of the points on an object. This can make
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motion estimation and object tracking much easier and more
reliable compared with using only video-intensity images.

Range cameras can be classified into two distinct categories,
namely 1) matrix raster imaging and 2) single-beam 3-D scan-
ners. The most common sensor technique used in the first
category is triangulation range scanners, which are suitable for
short ranges. In this technology, a scene is illuminated with
structured light. The range is then measured by triangulating
corresponding points, using the baseline between the transmit-
ter and receiver. Another example in this category is flash-ladar
technology, which uses short flashes of modulated laser light
to illuminate the field of view. A matrix of receiver elements
senses the returned modulated light, which can then measure
range via modulation shifts. This technology, which has not
yet fully matured for industrial applications, can generate high
frame rates; however, the sensitivity and resolution of the
receiver elements is still quite low.

In single-laser-beam scanning technology, a deflection-
mirror assembly scans a beam over the scene. This type of
technique has been widely used for many tactical and industrial
applications and uses different types of range-measurement
technologies. One example is the use of an amplitude-
modulated continuous wave (AMCW) laser-range module. It
gives both intensity (reflectance) and range information. An-
other example is time of flight (pulsed) laser-range modules,
which send short pulses that are reflected by surrounding
objects. By detecting the reflections and measuring the time
of flight, the system can then calculate distances to objects.
Time-of-flight-based laser scanners, due to their lower cost,
have been widely used for object tracking in automobile safety,
navigation, and robot-vehicle applications. The frame rate and
scan resolution of single-beam scanning technology systems
depend on the data rate of the laser-range module, which
determines the speed with which images can be scanned at high
angular resolution. Note that with this technology, a 3-D scan
of a scene is obtained by deflecting the laser beam in equal
increments of angle in horizontal and vertical planes. A scanned
scene can then be represented in terms of range ρ, horizontal
angle θ, and elevation angle φ, which corresponds to a spherical
(polar) coordinate system.

By converting a range image from the spherical coordinate
system to a so-called Cartesian elevation map (CEM), Horn
and Harris [5] developed a recovery system for the six degrees
of freedom of motion of a vehicle, which has been a challeng-
ing problem in autonomous navigation. In CEM, depth Z is
expressed as a function of X and Y , which corresponds to
displacements in the horizontal plane. This time-varying CEM
is used to estimate the translational and rotational movements
of rigid objects.
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Although the optimized solution offered by Horn and Harris
has been very effective, it does not always produce very accu-
rate estimation of 3-D motion displacements, which is crucial
for highly sensitive operations such as crash detection and
prevention. Thus, we present here a recursive approach to en-
hance estimation accuracy. This iterative approach is based on
minimizing the error between the new position of the object and
its previous location, after being compensated using estimated-
motion displacements. Details of the proposed algorithm are
presented in Section II. Since a set of 3-D points obtained in the
CEM coordinate may not be placed regularly on a rectangular
grid, we have developed a method that uses a nonrectangu-
lar grid to reconstruct the displaced frame. This scheme em-
ploys derivative filters, together with transformation between
the Cartesian coordinates and sensor-centered coordinates for
image reconstruction. Details of this approach, together with
the membrane-fit technique [20], which is normally used to
map the CEM image into a regular rectangular grid, are also
discussed in Section II. Their performances for the proposed
recursive estimation are compared in the simulation section. In
addition, we describe how sequences of range video images
can be synthetically generated to evaluate and compare the
performance of the motion-estimation techniques presented in
this paper.

II. 3-D MOTION ESTIMATION

In general, there are two classes of motion-estimation algo-
rithms for range images: Class one is for rigid-motion surfaces
[5]–[14], and the other is for moving deformable surfaces
[15]–[18]. We are concerned with rigid motion due to the
transportation nature of our applications. Class one can be
further divided into two categories: One is a feature-based
algorithm [12]–[14] whose performance depends on the detec-
tion of reliable range image features and the establishment of
interframe correspondence among them. The other is a direct
area-based algorithm [5]–[11], which is more straightforward
than the feature-based algorithm. Thus, in our approach, we
have considered the direct area-based algorithms to estimate the
motion parameters.

A. Recursive Algorithm

Recovery of the six degrees of freedom of motion displace-
ment can be best accomplished by using time-varying CEM,
as proposed by Horn and Harris [5]. Their algorithm is based
on the assumption that most of the surface is smooth so that
local tangent planes can be constructed. In addition, the motion
between frames is smaller than the size of most features in the
range image (e.g., the onboard sensors provide estimation of
the motion, which can be used to approximately register the
range maps). Furthermore, the environment is a single rigid
assemblage, and only the motion of the sensor relative to the
environment has to be recovered. In other words, the whole
range image should have the same rigid-motion parameters.

A time-varying CEM can be expressed as a function of the
form Z(X,Y, t), where t denotes time, Z is the depth, and
X and Y are the displacements in the horizontal and vertical

planes, respectively. For a rigid-motion scene, the motion can
be described as instantaneous translational velocity (a vec-
tor with three elements) and instantaneous angular velocity
(a vector with three elements). For every 3-D point, an
elevation-rate-constraint equation relating the derivatives of X ,
Y , and Z can be obtained as [5]

•
Z = p

•
X +q

•
Y +Zt (1)

where p = ∂Z/∂X , q = ∂Z/∂Y , and Zt = ∂Z/∂t.
The components of velocity of a point in the range image are

•
X =

dX

dt
,

•
Y =

dY

dt
,

•
Z =

dZ

dt
. (2)

The vector to a point on the surface is R = (X,Y,Z)T , and

dR

dt
= −t − ω ×R (3)

where t = [U V W ]T is the translational velocity, and ω =
[A B C]T is the rotational velocity.

From (2) and (3)




•
X = −U −BZ + CY
•
Y = −V − CX + AZ
•
Z = −W −AY + BX

. (4)

From (1) and (4)

pU + qV −W + rA + sB + tC = Zt (5)

where r = −Y − qZ, s = X + pZ, and t = qX − pY .
Let us assume that there is a set of m pixels in the image,

and for each such pixel, we define the following set of six-
dimensional vectors for the nth pixel:

Φn =




pn

qn

−1
rn

sn

tn


 , D =




U
V
W
A
B
C


 .

From (5), the rate of change for elevation Zt at pixel n can
be shown as

(Zt)n = ΦT
nD. (6)

Based on (6), we can estimate the motion iteratively, where
at each iteration, the previous estimate is used in the process.
Let us assume that in this process, two consecutive video
frames (which were generated at a fixed frame rate) are used
to measure the change of rate of elevation. After each iteration,
the estimated-motion vectors are used to reconstruct the com-
pensated first frame for the next iteration.



GHARAVI AND GAO: 3-D MOTION ESTIMATION USING RANGE DATA 135

From (6), we can show that

(γn)i−1 =
(
ΦT

n

)i−1
(D −D

i−1
) + noise (7)

or

noise = (γn)i−1 − (
ΦT

n

)i−1
(D −D

i−1
) (8)

where γ is the measurement of the displaced frame difference
(DFD) between the second frame and the compensated first
frame (i.e., the estimated second frame) using the estimated-
motion vectors [21].

For a cluster of m moving pels, after carrying out the
minimization, the least squares estimate of D is

m∑
n=1

(γn)i−1(Φn)i−1 = (D
i −D

i−1
)

[
m∑

n=1

(Φn)i−1
(
ΦT

n

)i−1

]
.

(9)

Thus

D
i
= D

i−1
+

[
m∑

n=1

(Φn)i−1
(
ΦT

n

)i−1

]−1 m∑
n=1

(γn)i−1(Φn)i−1.

(10)

As previously mentioned, in the preceding iterative process,
it is necessary to incorporate the estimated-motion displace-
ment vector to reconstruct the displaced moving object in the
frame. In order to obtain the new position of each displaced
pixel on a nonrectangular grid in CEM, we used two ap-
proaches: In the first approach, we consider the membrane-fit
interpolation model [20]. In the second, we developed a com-
bination of derivative filters [20] and transformation between
the Cartesian coordinates and the sensor-centered coordinates
in a nonrectangular grid. Both methods are described in the
succeeding sections.

B. Membrane Fit

This model can be used to place a set of 3-D points on the rec-
tangular grid after transforming the range data from spherical
(sensor-centered) to Cartesian coordinates [20]. Interpolation
is based on computing an estimate e in region A that uses
the measured data m on a nonrectangular grid. For an optimal
solution, this would require minimizing the following energy
functional: ∫

A

h(e) dx dy → min (11)

where

h(e) = ω(e−m)2 + α
(
e2
x + e2

y

)
, ex =

∂e

∂x
; ey =

∂e

∂y

x, y are the sensor-grid (range image) index, and ω is the
confidence value, which is one for nonzero areas in the image
and zero elsewhere. Note that the smoothness is regulated via
α [20]. In addition, the region of interest A could be the entire
image or a previously selected subset.

The minimization of the preceding function is found by
solving the Euler–Lagrange equation (for each pixel)

∂h

∂e
− d

dx

∂h

∂ex
− d

dy

∂h

∂ey
= 0. (12)

Thus, we have the following equations for each pixel:

2ω(e−m) − 2αexx − 2αeyy =0

ωe− ωm− α∆e =0. (13)

In a discrete implementation, the Laplacian ∆e in (13) can
be estimated by the difference between a local average and the
central value: ∆e = ē− e. Using this Laplacian approximation,
the Euler–Lagrange equation can be written as

(ω + α)e = αe + ωm. (14)

Solving this iteratively, we can show that

(e)i+1 =
α

ω + α
(e)i +

ωm

ω + α
. (15)

As we are dealing with a convex energy functional, the
preceding iterative process is expected to converge. Thus, ini-
tialization can be accomplished with zero. However, since this
may result in slow convergence, we initialize it instead with
an estimate found by linearly interpolating the available data
points. The iterations are run until either a maximum number
of iterations (typically 1000) is reached or the mean change
between iterations is less than a threshold (here, 1 × 10−6).

C. Using the Nonrectangular-Grid Range Data

1) Derivative Filter: To use the range data on the nonrectan-
gular sensor grid directly for motion estimation, a new version
of the range flow constraint equation is derived in [20]. The
three components of the motion vector for one point (i.e., on
the X , Y , and Z directions) can be written as




•
X = Xx

•
x+Xy

•
y+Xt

•
Y = Yx

•
x+Yy

•
y+Yt

•
Z = Zx

•
x+Zy

•
y+Zt

(16)

where
•
X ,

•
Y , and

•
Z have been shown in (2), and

Xx =
∂X

∂x
, Xy =

∂X

∂y
, Xt =

∂X

∂t

Yx =
∂Y

∂x
, Yy =

∂Y

∂x
, Yt =

∂Y

∂t

Zx =
∂Z

∂x
, Zy =

∂Z

∂y
, Zt =

∂Z

∂t

•
x =

dx

dt
,

•
y =

dy

dt
.
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Fig. 1. OOGL files. (a) Auto and (b) Porsche.

Eliminating
•
x and

•
y gives (17), shown at the bottom of

the page.
Compared with (1), it can be seen that




p = YyZx−YxZy

XxYy−XyYx

q = XxZy−XyZx

XxYy−XyYx

Zt = XxYyZt+XyYtZx+XtYxZy−XxYtZy−XtYyZx−XyYxZt

XxYy−XyYx

.

(18)

2) Proposed Reconstruction in a Nonrectangular Grid: In
order to reconstruct the first frame after each iteration in a
nonrectangular grid, we perform motion compensation directly

Fig. 2. Camera parameters.

to the spherical (polar) coordinate. This requires transformation
between (ρ, θ, φ) and (X,Y,Z) each time the motion vector
estimation is updated. The transformation from sensor-centered
coordinates (ρ, θ, φ) to Cartesian coordinates (X,Y,Z) can be
shown as 


X = ρ sin θ cosφ
Y = ρ sinφ

Z = ρ cos θ cosφ
. (19)

Similarly, the transformation from (X,Y,Z) to (ρ, θ, φ) can
be shown as 


ρ =

√
X2 + Y 2 + Z2

θ = arctan X
Z

φ = arctan Y√
X2+Z2

. (20)

Given the first frame F1 and the estimated-motion vector
MV , the estimated second frame F̂2 will be


X̂2(x′, y′) = X1(x, y) + MVX

Ŷ2(x′, y′) = Y1(x, y) + MVY

Ẑ2(x′, y′) = Z1(x, y) + MVZ

(21)

where x, y, x′, and y′ are the image index. For range data on the
rectangular grid, we can directly obtain (x′, y′) as

{
x′ = x + MVX

∆X

y′ = y + MVY

∆Y

(22)

where ∆X = X(x + 1, y) −X(x, y), and ∆Y = Y (x, y +
1) − Y (x, y).

•
Z =

YyZx − YxZy

XxYy −XyYx

•
X +

XxZy −XyZx

XxYy −XyYx

•
Y +

XxYyZt + XyYtZx + XtYxZy −XxYtZy −XtYyZx −XyYxZt

XxYy −XyYx
(17)
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TABLE I
PARAMETERS SET IN THE SIMULATION

However, since the 3-D range data in the (X , Y , Z) co-
ordinate system are not on the rectangular grid, we cannot
directly incorporate the motion vector to reconstruct the
motion-compensated frame. At the same time, the 3-D points in
the sensor-centered coordinate (ρ, θ, φ) system has a property
in which ∆θ and ∆φ are constant, where ∆θ = θ(x + 1, y) −
θ(x, y) and ∆φ = φ(x, y + 1) − φ(x, y).

Therefore, each time the motion vector is estimated in the X ,
Y , Z coordinates, motion compensation is performed on the
spherical coordinate, where

(X1, Y1, Z1) → (ρ1, θ1, φ1)

(X̂2, Ŷ2, Ẑ2) → (ρ̂2, θ̂2, φ̂2).

The compensated image is then transformed back to the
Cartesian coordinate system for motion estimation, i.e.,


x′ = x + θ̂2−θ1

∆θ

y′ = y + φ̂2−φ1
∆φ

. (23)

III. SIMULATIONS

In order to quantitatively analyze our proposed 3-D motion-
estimation algorithm, we have developed a method to syntheti-
cally generate sequences of moving-range images. In particular,
these moving images are produced in such away that a 3-D ob-
ject can be displaced in accordance with the predefined-motion
displacement parameters. These images can allow us to evaluate
the accuracy of estimated-motion vectors with reference to the
actual displacement parameters.

A. Generating Range Video Data

Moving-range image sequences were constructed via 3-D
object-oriented graphics library (OOGL) files. OOGL is a
3-D object data file in which an object is defined by vertices,
lines, and surfaces. Fig. 1 shows two OOGL files that were
selected to generate range video sequences for our simulation.
One is called “Auto,” and the other one is simply referred
to as “Porsche” [19]. These 3-D OOGL images were then
used to generate a sequence of 2.5-D moving-range image
files (RIFs).

A RIF is a range image format that is based on the Cartesian
coordinates (X , Y , and Z components) and consists of the
object points and the mask map (which indicates the locations

Fig. 3. Subjective comparison of different algorithms for the left side of Auto
with U = −1, V = −0.5, and W = −1. (a) Approach 1. (b) Approach 2.
From left to right, then top to bottom. (1) First image. (2) Second image.
(3) Estimated second image using the motion parameters of the final
iteration. (4) Difference image between the original first and second images.
(5) Difference image between the second image and the estimated second image
(DFD) using the estimated-motion parameters of the first iteration (Horn’s
algorithm). (6) Difference image between the second image and the estimated
second image using the motion parameters of the final iteration.

of object points). In this format, each frame is constructed by
displacing first the object in the OOGL file and then transform-
ing it into a RIF file. In this way, we can create a sequence
of moving-range images (frames), where the object in each
frame can be displaced by a predefined 3-D motion vector. Two
consecutive transformed RIF images were then used as inputs
to the motion estimator.

To get the RIF files from the OOGL files, we must set
some parameters such as view plane normal, view up vector,
camera position (“view reference point”), resolution of the
output images, size of the camera image plane, and focal length.
Fig. 2 shows some of these parameters.
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Fig. 4. Objective comparison of different algorithms for the left side of Auto
with U = −1, V = −0.5, and W = −1. (a) MSE. (b) MVE.

To move objects, one method is changing the view reference
point, up vector, and view plane normal when converting an
OOGL file to a RIF file. The other method used in our paper
is adding a transformation matrix in the OOGL file and then
creating the second frame. The transformation matrix is a
4 × 4 real matrix for homogeneous object transformation.
It can represent all of the 3-D transformations such as ro-
tation, translation, scaling, shearing, and perspective. It acts
by applying multiplication on the right of the vectors. Thus,
if p is a four-element row vector that represents the homoge-
neous coordinates of a point in the OOGL object and M is the
4 × 4 matrix, then the transformed point is p′ = pM . Suppose

Fig. 5. Subjective comparison of different algorithms for the back of Auto
with U = 1, V = −0.5, and W = −1. (a) Approach 1. (b) Approach 2.
From left to right, then top to bottom. (1) First image. (2) Second image.
(3) Estimated second image using the motion parameters of the final
iteration. (4) Difference image between the original two images. (5) Difference
image between the second image and the estimated second image (DFD) using
the motion parameters of the first iteration (Horn’s algorithm). (6) Difference
image between the second image and the estimated second image (DFD) using
the motion parameters of the final iteration.

frame 1 F1 = [X1, Y1, Z1] and transformation matrix M , frame
2 can be represented as

[F2, 1] = [F1, 1] ×M.

For rigid-motion objects with sensor-centered coordinates,
M is in the form of

M =




1 C −B 0
−C 1 A 0
B −A 1 0
U V W 1


 .

By setting the motion parameters U, V,W,A,B, and C, we
can get the second frame. Then, we use motion-estimation algo-
rithms to get the estimated-motion parameters Û , V̂ , Ŵ , Â, B̂,
and Ĉ. In this case, we know the true motion parameters, which
can be used to evaluate the exactness of the motion-estimation
algorithms.

It should be noted that the transformation from the OOGL
file to the RIF file is a sampling process, which inevitably
introduces sampling errors. Consequently, even the true motion
parameters cannot give the same reconstructed frame (esti-
mated), compared with the original frame.
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Fig. 6. Objective comparison of different algorithms for the back of Auto with
U = 1, V = −0.5, and W = −1. (a) MSE. (b) MVE.

B. Results

In this section, we present the simulation results of the
proposed motion-estimation technique in accordance with (10).
From this equation, we can observe that for i = 1 (first itera-
tion) and for the initial estimate D0 = 0, (10) reduces to the
Horn and Harris algorithm [5]. Therefore, any improvement
after the first iteration is credited to the proposed recursive
method and not to the Horn and Harris algorithm. Another
factor that affects the performance of the estimation method
is dealing with the nonrectangular grid that is typical of range
images in the (X , Y , Z) coordinate system. As described
in Section II, we have considered two distinct approaches:
Approach 1 uses membrane fit to map a range image into a rec-
tangular grid. Approach 2, which is also proposed in this paper,
operates in the original nonrectangular-grid format and uses a
combination of derivative filters and transformation between

Fig. 7. Subjective comparison of different algorithms for the left side of
Porsche with U = −1, V = −0.5, and W = −1. (a) Approach 1. (b) Ap-
proach 2. From left to right, then top to bottom. (1) First image. (2) Second
image. (3) Estimated second image using the motion parameters of the final
iteration. (4) Difference image between the original two images. (5) Difference
image between the second image and the estimated second image (DFD)
using the estimated-motion parameters of the first iteration (Horn’s algorithm).
(6) Difference image between the second image and the estimated second image
using the motion parameters of the final iteration.

(ρ, θ, φ) and (X,Y,Z). Both methods have been implemented,
and their performances will be presented in this section.

We use two criteria as a measure of performance: mean
square error (MSE) and motion vector error (MVE). The MSE
between frames 1 and 2 is defined as

MSE =
1
m

∑
R

[
(X2 −X1)2 + (Y2 − Y1)2 + (Z2 − Z1)2

]

where R is the region that combines both objects in two frames
R = MASK1 ∪ MASK2, and m is the number of the points in
region R.

Given the true motion parameters U, V,W,A,B, and C and
the estimated ones Û , V̂ , Ŵ , Â, B̂, and Ĉ, MVE is defined as

MVE

=
|U−Û |+|V −V̂ |+|W−Ŵ |+|A−Â|+|B−B̂|+|C−Ĉ|

|U |+|V |+|W |+|A|+|B|+|C| .

It should be noted that in our recursive motion-estimation
algorithm, we use MSE as the standard criterion to determine
when iterations should be stopped. Although our recursive
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Fig. 8. Objective comparison of different algorithms for the left side of
Porsche with U = −1, V = −0.5, and W = −1. (a) MSE. (b) MVE.

method is based on minimizing the MSE, we use the MVE
criterion to assess the estimation performance. It should be
noted that in reality, the MVE criterion cannot be utilized, as
the true motion displacement is unknown. Thus, the use of
MVE in our experiments is simply to determine the accuracy
of the motion-estimation schemes. In our experiments, we set
the maximum number of iterations to 16. However, if the MSE
difference between successive iterations is less than a threshold
(i.e., 0.1) and the current MSE is larger than the previous one,
the previous estimation will be selected.

We carried out these experiments under various scenarios and
test conditions. For example, we used different parameters to
transform a 3-D image (see Fig. 1) from OOGL to RIF. Based
on the 3-D test images shown in Fig. 1, we created a large
number of range video sequences with different view angles

Fig. 9. Subjective comparison of different algorithms for the back of Porsche
with U = 1, V = −0.5, and W = −1. (a) Approach 1. (b) Approach 2. From
left to right, then top to bottom. (1) First image. (2) Second image. (3) Estimated
second image using the motion parameters of the final iteration. (4) Difference
image between the original two images. (5) Difference image between the
second image and the estimated second image (DFD) using the estimated-
motion parameters of the first iteration (Horn’s algorithm). (6) Difference image
between the second image and the estimated second image using the motion
parameters of the final iteration.

and different translation and rotational motions. For the two
test images, we have examined six scenarios. The first four use
translation motion only. The fifth uses rotation motion. The last
uses both translation and rotation motions with different levels
of synthetic noise. Table I gives the parameters used when
converting OOGL files to RIF files in our simulation.

The results of our experiments are presented subjectively
and objectively. In the subjective results, we show a difference
between the second frame and the estimated second frame.
Note that the estimated second frame corresponds to the re-
constructed first frame that was compensated by an estimated-
motion vector after each iteration. This frame difference, as
shown by (7) in Section II, corresponds to the DFD. The first
set of results (the first scenario), which shows two consecutive
frames of the left side of the Auto image using only translational
movement, is depicted in Figs. 3 and 4. It can be clearly
observed that the results of the first iteration, which correspond
to the Horn and Harris algorithm, are very poor. This is mainly
because the surfaces of some objects are not smooth enough
and there are many surfaces that are not always conjoined
smoothly. However, after successive iterations, the estimated-
motion parameters approach the actual-motion parameters.

It can also be seen that the combination of the recursive
motion-estimation scheme and the proposed approach 2 can
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Fig. 10. Objective comparison of different algorithms for the back of Porsche
with U = 1, V = −0.5, and W = −1. (a) MSE. (b) MVE.

outperform approach 1, particularly at a higher number of it-
erations. This is mainly because approach 1 uses membrane fit,
and this will inevitably introduce interpolation errors. However,
as shown in Fig. 4, approach 1 performs better than approach 2
in the first iteration. This is to a large extent due to the discon-
tinuity and unevenness of the object surfaces. For approach 1,
the membrane fit makes the surfaces smooth, which is helpful
for the first iteration (Horn and Harris algorithm). Note that the
Horn and Harris algorithm assumes that most surfaces in the
scene are sufficiently smooth so that the estimated derivatives
are reliable.

Thus, there are two factors that affect the results of motion
estimation: One is the introduction of errors in the motion-

Fig. 11. Subjective comparison of different algorithms for the back of Porsche
with C = 0.05. (a) Approach 1. (b) Approach 2. From left to right then top to
bottom. (1) First image. (2) Second image. (3) Estimated second image using
the motion parameters of the final iteration. (4) Difference image between the
original two images. (5) Difference image between the second image and
the estimated second image (DFD) using the estimated-motion parameters of
the first iteration (Horn’s algorithm). (6) Difference image between the second
image and the estimated second image using the motion parameters of the final
iteration.

estimation process, and the other one is the discontinuity and
unevenness of surfaces considered in motion-estimation algo-
rithms. From the MSE and MVE curves, it can be seen that the
MSE and MVE are not always in accord. Sometimes, low MSE
does not necessarily mean low MVE, and vice versa. This is
because of the sampling error introduced in the transformation
from the OOGL file to RIF file, especially on the border of the
objects. For instance, some border points on the second image
cannot be reconstructed from the first image. As a result, these
points will affect the computation of MSE.

For the second scenario, we use the back of Auto, where
the second image is generated with a different translational
movement (i.e., U = 1, V = −0.5, W = −1). The results of
subjective and objective evaluations are shown in Figs. 5
and 6, respectively. In this case, we clearly see a significant
improvement of the estimation scheme as the number of it-
erations increase. We can also observe that with approach 2,
the best results can be reached with much fewer iterations. For
the third and fourth scenarios, we run similar experiments but
using the Porsche test image instead of the Auto image. The
results, which are depicted in Figs. 7–10, verify the consis-
tency in the estimation accuracy, particularly with the help of
approach 2.
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Fig. 12. Objective comparison of different algorithms for the back of Porsche
with C = 0.05. (a) MSE. (b) MVE.

For the fifth scenario, we evaluate the performance of the
estimation technique with respect to simple rotational move-
ment in the XY plane (C = 0.05). Results shown in Figs. 11
and 12 clearly demonstrate that with approach 2, we can
almost achieve near-perfect estimation [see Fig. 12(b)].

In our final scenario, all six components of the 3-D motion
vector (U = 1, V = −0.5, W = 1, A = −0.02, B = −0.02,
and C = 0.02) have been used to displace the object (Porsche)
in the image. In addition, in order to assess the performance
of the motion estimation, we deliberately corrupted the second
range image with zero-mean additive Gaussian noise. Different
levels of noise, as described by its standard deviation, are added
to the range component ρ in the spherical coordinate (before

Fig. 13. Objective comparison of different algorithms for Porsche with differ-
ent levels of noise. (a) MSE. (b) MVE.

transformation to the CEM coordinate). We then averaged the
motion-estimation results by running each test 50 times. The
results, which are depicted in Fig. 13 for the first and second
approaches, show how effectively the motion estimation con-
verges under more complex motion displacements at different
noise levels. We can also observe that the performance supe-
riority of approach 2 over approach 1 becomes more distinct
at higher noise levels. Nevertheless, as can be expected, the
estimation performance deteriorates with the increasing noise
level. Note that in these experiments, we have not used any
filtering to reduce the effect of Gaussian noise.

Finally, we should point out that in the case of the first
approach, which is based on membrane fit, the computational
complexity (at every iteration) would almost be the same as that
with Horn’s algorithm. Obviously, a higher number of iterations
would require a longer delay. The second approach, however,
needs additional processing in each iteration, which includes
the transformation between (ρ, θ, φ) and (X,Y,Z).
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IV. CONCLUSION

Advanced vehicle-based safety and warning systems use
3-D sensors (radar, laser scanners, and stereo) and cameras
to measure road geometry (position and curvature) and range
to obstacles in order to warn a driver of an impending crash
and/or to activate safety devices (air bags, brakes, and steering).
In addition, recovering scene structure and camera motion
from image sequences of rigid motion has been an important
topic in computer vision and robotic vehicle applications. It is
against this very important and challenging backdrop that we
introduced a motion-estimation approach from motion formu-
lations that yield stable and accurate estimation framework. We
have shown that displacements of objects with complex 3-D
motion in moving-range images can be accurately estimated by
using the recursive approach presented in this paper. To further
improve the estimation accuracy, we have also developed a
method to reconstruct the range image on a nonrectangular
grid that is typical of range images in the Cartesian coordinate
system.
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