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Abstract— As GMPLS and its supporting set of pro-
tocols develop into a viable control plane for optical
networks, an important function that they will need to
support will be the protection and restoration function
that has been a major feature of legacy optical net-
works. A network with a robust set of protection and
restoration mechanisms will be able to support data
traffic while allowing faster recovery from failures than
can be obtained using layer 3 rerouting. Several mod-
els have been proposed for protection with GMPLS us-
ing shared backup paths. This previous work has not
investigated the effect on recovery time critical to the
service or the number of backup paths that are required
to meet a desired level of performance. Using both re-
covery time and recovery blocking probability, we have
developed a new analytic model for GMPLS-based re-
covery in M : N protection groups. Furthermore, we
show that smaller backup paths can be reserved by
capturing the effect of multiple failures in the case of
M : N shared protection with revertive mode in an op-
tical network with a GMPLS control plane.

Keywords—GMPLS, Shared Backup Path, Multiple-
failure

I. INTRODUCTION

Protection of traffic is growing in importance and
especially recovery schemes that can provide fast
restoration at layers above the optical layer. MPLS-
based recovery has been pointed out as strong candi-
date in this area and may be motivated by the notion
that there are inherent limitations to improving the
recovery times of current routing algorithms. Since
GMPLS is likely to be the technology of choice in the
future IP-based transport network, it is necessary that
MPLS be able to provide protection and restoration
of traffic. Furthermore, a protection mechanism us-
ing GMPLS could enable IP traffic to be put directly
over WDM optical channels, without an intervening
SONET layer, while still emulating SONET resiliency
features. This would facilitate the construction of IP-
over-WDM networks. For restoration in IP over WDM
network, even if link-layer restoration such as mesh
restoration is recommended to achieve low latencies,
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IP level restoration, based on GMPLS recovery is em-
ployed in the event that link-layer restoration fails.

It is generally desirable to have protection and
restoration schemes that are bandwidth efficient. In
GMPLS-based recovery, it is important to increase
network reliability by providing necessary resources in
time as well as enabling a fast response to faults. In
this paper, a new backup path provisioning scheme is
proposed in order to reflect this tradeoff between re-
source utilization and reliability upon GMPLS-based
recovery.

There have been many proposals in the IETF (In-
ternet Engineering Task Force) to standardize meth-
ods of signaling and provisioning GMPLS networks to
achieve protection against failures. However, to sup-
port the routing of backup paths for M : N path pro-
tection, new extensions must be added to the current
GMPLS routing extensions. In particular, there must
be a mechanism to advertise backup path bandwidth
and processing rules must be defined for bandwidth ac-
counting when backup path requests arrive at a node.
Therefore, we investigate an analytic model of restora-
tion time in the case of M : N shared protection.
Also, we analyze the restoration request failure prob-
ability numerically for the case that multiple faults
occur upon a path in M : N protection with revertive
mode. Furthermore, in our scheme, a protection pri-
ority could be used as a differentiating mechanism for
premium services that require high reliability. That
is, guaranteed services could be provided in terms of
continuity of services maintained by GMPLS-based re-
covery around network failures.

II. GMPLS SIGNALING AND QOS SUPPORT

The main objective of any recovery scheme is to op-
erate in a cost-effective manner while minimizing ser-
vice interruptions to the customer. Providing a high
degree of reliability (or equivalently, a low probabil-
ity of service disruptions) is expensive and tends not
to scale well. For this reason, any carrier that oper-
ates a wide-area optical backbone network needs to
be able to support a variety of service classes in which
the degree of protection is tied to the price of the ser-
vice [1]. For instance, [2] proposed a multi-tiered ser-
vice model in which the basic (least expensive) service



receives no protection support, while more expensive
service options feature some various combinations of
routing around areas with a relatively high probabil-
ity of network failure and dedicating backup paths for
automatic failover switching of the data stream.

There are mainly two levels of recovery mechanisms:
rerouting and protection switching. While rerouting
is defined as the real-time establishment of appro-
priate resources to recover affected traffic, protection
switching involves the establishment of pre-calculated
replacement resources. In the latter scheme, the pre-
calculated backup paths can be either shared or dedi-
cated:

o 1+1: As dedicated facility recovery, traffic is passing
through both the working and backup paths. Upon
failure detection, the traffic on the backup path be-
comes the active traffic. Therefore, the resources on
both the backup and the working paths are fully re-
served. It is the fastest protection switched recovery
mechanism, but also the most expensive in terms of
resources.

e 1: N: As semi-dedicated facility recovery, N work-
ing paths are protected using a backup path. the traf-
fic is rerouted to the spare resource after the failure
has occurred. 1 : 1 protection is a special case of 1 : N
protection.

e M : N: As shared facility restoration, M protec-
tion entities are shared among N working resources.
The most common notion M : N path protection is to
route N node-disjoint primary paths and pre-establish
M backup paths that are node disjoint from the pri-
mary paths.

In this paper, we concentrate on the M : N shared
path protection method. Using GMPLS signaling [3],
this method is done by indicating the LSP (Label
Switched Path) is of type Secondary in the protection
field of the Generalized Label Request. Backup LSPs
are used for fast switchover when primary LSPs fail.
Although the resources for the backup LSPs are pre-
allocated, lower priority traffic may use the resources
with the caveat that the lower priority traffic will be
preempted if the primary LSP fails. If lower priority
traffic is using resources along the secondary LSPs, the
end nodes may need to be notified of the failure in or-
der to complete the switchover. Therefore, even if the
backup path is pre-signaled, it takes time to switch the
traffic to the backup path allowing preemption. Ac-
tually, in a differentiated services scenario, the need
for preemption becomes more compelling. Moreover,
in the emerging optical internetworking architectures,
where some protection and restoration functions may
be migrated from the optical layer to data network el-
ements such as gigabit and terabit LSRs (label switch-

ing routers) to reduce costs, preemptive strategies can
be used to reduce the possible chances of rerouting for
high priority traffic trunks under failure conditions.

GMPLS introduces a new Notify message to the sig-
naling protocols so that LSP failures can be reported
to the ingress or some other node responsible for error
recovery. The setup of the primary LSP should indi-
cate that the LSP initiator and terminator wish to re-
ceive Notify messages using the Notify Request object
(RSVP Notify message) [4]. Upon receipt of the Notify
messages, the source and destination nodes switch the
traffic from the primary LSP to the backup path. No-
tify messages may provide faster error reporting than
the normal error notifications since they can contain
information about multiple failed LSPs, and because
they are sent direct to the consumer. Note that this
function is initially only specified for RSVP-TE signal-
ing and not CR-LDP. The Protection Object is also
proposed to indicate specific protection attributes of
an LSP [4] and [?].

Moreover, for protection, backup path management
and proper management of bandwidth on the backup
path is necessary. In our scheme, the management sys-
tem would control each path differently in accordance
with its service class maintaining the different pro-
tection resource pools. Especially, the recovery man-
ager needs to ensure that the amount of protection
resources designed for each path belonging to higher
priority service is sufficient for the traffic to be pro-
tected within this service class. The priorities may
be implemented for allocating shared resources under
multiple failure case.

Protection bandwidth capacity could be considered
as the main cost of recovery QoS. Under multiple fail-
ure case, more than one connection can claim shared
resources. Thus, it is possible that a protection path
may not be successfully activated when multiple and
concurrent failure events occur. In this case, shared
protection bandwidth capacity may be requested by
more than one failed connection and the protection
path can be activated only for some of them. In or-
der to support all the connections with the failures,
enough capacity can be reserved in advance. How-
ever, this reservation will result in wasting the re-
sources in network. Therefore, it is desirable to sup-
port priority based allocation of shared resources dur-
ing restoration signaling. In the proposed scheme, the
protection manager allocates different capacity in ac-
cordance with the restoration failure probability re-
quested by the service class. The class with higher
priority such as real-time traffic ought to request lower
restoration failure probability.

To differentiate the protection level of each path,



TABLE 1
PROTECTION LEVEL EXAMPLE

Service level | Protection plan

Gold Dedicated protection: 14+ 1,1:1
Silver Shared protection: M : N, 1:n
Bronze Rerouting

the field Service Type (8 bits) in Generalized Label
Request can be used. Similar to Service Type defined
in [6], this field indicates a class of service. Thus,
a carrier may specify a range of different classes of
service (e.g. gold, silver, bronze) with different types
of recovery plans where there could exist no recovery,
141 protection, shared protection and etc. as can be
seen the protection level example in Table I.

III. BACKUP PATH PROVISIONING

In protection, network can quickly utilize pre-
provisioned backup resources for recovery from a re-
source failure along the working (primary) path. That
is, backup path can be setup simultaneously with the
primary path to guarantee fast switching to the pro-
tection path. In accordance with the level of recovery
guarantee, the resources along the backup path can be
exclusively deployed (dedicated path), or they can be
shared among multiple backup paths. Meanwhile, at
the time when the fault occurs, the network state is
not static, i.e. the number of occupied backup paths
and the number of faults are different. Actually, some
amount of protocol signaling is required at the time of
failure. This varies from simply propagating the error
from the point of detection to the point of recovery,
to the full signaling of the backup path. Thus, it is
usually difficult to predict how much backup paths
will be necessary for the shared backup path case. In
spite of this difficulty, it is not desirable to use real-
time (e.g. rerouting) approach for some high priority
services since the approach requires time to compute
the alternate path after failure is detected and hence
is likely to be slower. In consideration of the tradeoff
among restoration time and pre-provisioned resource,
we will analyze the restoration time to provision the
shared backup path efficiently before a failure hap-
pens.

In this section, we investigate the number of enough
backup paths to recover the data on the working paths
based on a model for the recovery signaling time. The
number of attempts depends on current network sta-
tus. (e.g. how many backup paths are used and if the
resources are available in the backup path.)

A. Restoration Time Analysis

The time taken from the instant a link fails to
the instant the backup path of a connection travers-
ing the failed path is enabled, could be defined to
be the protection-switching time for the connection.
Our restoration time analysis concentrates on this
protection-switching time. As soon as a failure oc-
curs and is detected on a working path, an attempt
will be made to restore the working path. We assume
that the control network is reliable, i.e., does not incur
message losses.

Assume that there is an infinite number of feasible
backup paths {P;, P»,...} for attempts. The backup
paths will be attempted in the order numbered until
the restoration is successfully made. For the " at-
tempt to a backup path P;, it take time ¢; to check if
the path P; is available for the restoration. And as-
sume that these times t1,t5,... are independent and
identically distributed (i.i.d.) random variables hav-
ing a distribution F(t).

Let a path with a failure need K attempts until
the restoration is successfully made. That is, the first
k —1t" attempts find that the paths P, P, - - - are not
available but the k** attempt finds that the path P
is available for restoration. Then the restoration time
T, which is required for finding an available path to
restore a working path with failure, is

T, =ti+to+ - +1tk k>1 (1)

It is also assumed that each attempt is successful
with probability p, that is, each backup path is avail-
able for restoration with probability p. Thus, the ex-
pected number of attempts that will be required to
activate a backup path is

EK] = Y K1-p)~'p
K=1
1

(2)

bS]

Since each attempt takes a random time ¢ which is
distributed according to F;(t), the expected time for
each attempt is expressed as

Elf] = /0 L dF(b), (3)
From Eq. 2 and 3,
E[T,] = EIK|E[t] (4)

where we can apply renewal theory [7] according to
the assumption that t,%s,--- are i.i.d.. For the case



where ¢, is exponentially distributed with mean 1/p,
the average T, becomes # from the above Eq. 4.

Each traffic flow will have its own restoration time
limit. The network QoS manager could use the result
from Eq. 4 as a constraint on the requested restoration
time. The average restoration time is indicative of the
expected amount of data lost during a failure. That
is, during the time required to activate the backup
path and switch the traffic over to it, the affected con-
nection will experience data (and revenue) losses. For
example, a sudden disconnect during an active trans-
action in a network of ATM machines or other systems
can cause uncertain states from which the end appli-
cation may not recover, causing failure of the transac-
tion. Thus, it is imperative to facilitate seamless han-
dover of data so that information loss is minimized.

B. Number of Backup Path

To prevent excessive resource usage for backup
paths, and to meet the implicit service provider re-
quirement of improving network resource utilization
so as to increase the number of potential future de-
mands that can be protected, it is important to deter-
mine the appropriate number of backup paths to be
shared.

When a failure occurs, up to K attempts will be
made to find a backup path. If the K" attempt fails,
then the restoration attempt is considered to have
failed and a new working path must be created for the
customer. Thus, regardless of whether the restoration
attempt succeeds, the system will spend Tr<pg units
of time trying to set up a backup path, where

E[Te<k] PE[t] + 2(1 — p)pE[t] + - - -

+ (K-1)(1-p) " ?pE[]

+ K(1-p)~E[
_1-(1-p~

- ——E (5)

As the probability of successful backup path activa-
tion, p, approaches unity, then E[Ty<x] — E[t], be-
having as E[t]/p for values of p near unity. Con-
versely, we can use L’Hopital’s Rule to show that
limp*}() E[TkSK] = KE[t]

Suppose that as part of the SLA that the carrier
has with the customer, there is an upper limit € on the
restoration time. This would be requested by a service
class with shared backup protection (e.g. Silver class
in Table I). Thus the restoration time must satisfy

ElTy<k] <e. (6)

Inserting InEq. 6,

1-(1-pF)

) Et] <e. (7)

The above InEq. can be expressed as

L= g < 1 -p). (®)
Thus, ( )
In(1 — ﬁp
e (9)

From InEq. 9, the minimum number of shared backup
paths can be computed satisfying the requested
restoration time of the service class.

Note that if e > E[T}] = E[k]E[t], where E[k] = 1/p
is the mean number of attempts required to establish
a backup path, then the argument of the natural log-
arithm in the numerator of the upper bound in Eq. 9
will be negative. As € — E[T,] from below, assuming
that p is a constant, the upper bound on K becomes
arbitrarily large. What this means in practical terms
is that no limit needs to be imposed on the maximum
number of backup path activation attempts if the net-
work operator is willing to wait at least the average
restoration time.

For premium services, the network operator may
also want to guarantee a certain probability of restora-
tion success in the event of a failure. In other words,
we may demand that the probability of restoration
failure after K attempts does not exceed some limit,
0. So we require

Plfailure] = (1 —p)¥ <6, (10)
which implies that

n(9)

K> n(l —p) (11)

must be the minimum number of restoration attempts.
If we choose values for § and € such that

1-9

— —E[f] <e,

p

where 1 — § is the probability that the restoration will
succeed in K or fewer path setup attempts, then we
will restrict K to lie within a range of values given by

In(8) In(1 — zmp)
In(1 - p) In(1 - p)

As can be seen in Fig. 1, ISP (Internet Service
Provider)s can refer the above range in accordance

<K< (12)
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Fig. 1. Range for the number of backup paths

with the requested QoS for recovery time and recov-
ery blocking probability. Normally, if the customers’s
traffic is so critical, then one would (to meet the SLA)
assign a separate (or at least shared) backup path for
this particular LSP. If the network is properly designed
and used, the situation where no backup LSP is avail-
able, when the primary LSP fails, should not arise.
In the event a new service request comes in and a
backup cannot be found (and reserved) due to band-
width exhaustion or for whatever reason, then the re-
quest (with protection LSP) should be denied. If the
customer agrees to an unprotected LSP service, then
depending upon the SLA, "best effort” service in the
event of a node/link failure could be provided. If the
unprotected LSP service cannot be provided also, then
the request for this service is also denied, and depend-
ing upon the SLA only ”best effort” service may be
provided.

IV. PATH WITH MULTIPLE FAILURES

In MPLS recovery, there are two modes, revertive
and non-revertive. For revertive mode, traffic is au-
tomatically switched back from the recovery path to
the original working path as soon as the working path
recovers to a fault-free condition. In this paper, we
consider n-to-m protection with revertive mode [8].
In n-to-m protection, up to n working paths are pro-

Na (N-D)a (N-m+1)a

b 2b mb

Fig. 2. State diagram for multiple failures(a=\, b=p)

tected using m recovery paths which should be di-
versely routed.

We assume that a mechanism for detecting and iso-
lating multiple failures is in place in the network. This
analysis can also be applied to GMPLS protection
where one of fundamentally most urgent needs is to
increase the number of WDM channels considering to-
day’s growth rate of bandwidth demand.

To do the analysis, we can use some of the theo-
retical framework developed in [9] for detecting and
isolating multiple failures in WDM networks.

A. Blocking Probability Analysis

In our model, we assume that the following paths
cannot be restored to another backup path for next
fault before switching back to its original working
path:

o The path which has been using a recovery path since
previous fault

e The path which is already in the restoration opera-
tion due to previous fault

For the two cases above, a higher-layer rerouting
mechanism will be used to set up an alternate connec-
tion path. This approach is slower than the protection
switching mechanism and so we use it only as a last
resort. The procedure associated with the activation
of a backup path is as follows:

1. A fault occurs on a working path.
2. MPLS-based recovery mechanism detects the fault.
3. Fault Indication Message is sent.
4. if a backup path is in use
then Perform rerouting function.
else Perform M:N protection function.

In this anaylsis, we will use the following assumptions:
e There are N backup paths and M > N working
paths in a M : N protection domain.

o A is the fault occurrence rate in a working path.

e The time for traffic to revert from a backup path to
its original working path is exponentially distributed
with rate u.

« 7; is the steady state probability that i backup paths
are used. In the state diagram (Figure 2), state ¢
corresponds to ¢ backup paths being in use, and a
transition from state ¢ to state ¢ + 1 occurs with rate
(N —i)X for i < m.



Let ny be the number of restoration requests by a fault
occurrence upon a working path, n, be the number
of restoration completions (the number of accepted
restoration requests), n, be the number of restoration
failures because the working path is already using a
recovery path, and n, be the number of restoration
failures because no backup path is available. It is clear
that

Ny =Ny + Ng + Np. (13)

From the first assumption, the effective fault occur-
rence rate per working path can be defined as
o ng —mnNg

Ap = TA. (14)

This Ay is used to determine the number of necessary
backup paths, not A\. Let py be the restoration failure
probability and p} be the failure probability that ex-
cludes the blocked restoration requests due to using a
recovery path. We have

Ty Ty

pp= (15)

pr= =

nyg ’
If py = p} (no = 0) then the system can be described
using the Erlang distribution, while py # p} (na > 0)
leads to an Engset distribution.

We derive the probability P} from the state diagram
in Figure 2. For 1 <i < m, from [7],

N —i+1)A
m o= i DA
i
_ A;’H;’:l(N_j_Fl)ﬂ_
N il 0

GO

Using the above Eq. 16 and the fact that mo + 71 +
.-+ 4+ Ty, = 1, the probability p} can be expressed as

S o[
=M

If the system can be described using the Erlang dis-
tribution, then we can compute py = p}, which is the
probability that an Erlang system with m states is in
State m:

(17)

a0 [

Fig. 3. Loss probabilities for Engset system with N = 10 for
various values of m.

Fig. 4. Loss probabilities for Engset system with N = 100 for
various values of m.

where p = A/p and A = Ay.

In Figures 3 and 4 we plot the loss probabilities for
M : N protection groups with V. =10 and N = 100,
respectively. Both probabilities are plotted versus the
normalized utilization NA/p, and there is little dif-
ference in the plots for small values of m. For a
given number of backup paths, in order to have the
loss probability be less than some maximum allowable
amount, we must have N A/ less than some threshold,
which can be determined from the graph. If we then
increase the number of working paths in the protec-
tion group while keeping the number of backup paths
fixed, we must make some additional adjustments to
the network (such as reducing 1/u, the average rever-
sion time) in order to maintain the original level of
performance. In this case, the required reduction in
1/p is proportional to the increase in the number of
working paths.

We also develop expressions for some of the other
probabilities related to the system. Defining x to be



the expected number of faults that occur while the
working path is still using the recovery path,

Ng = TNy (19)

This follows from an examination of Figure 5, which
shows a scenario in which the interarrival time be-
tween failures is less than the average time required
to allow traffic to revert to the original working path.
From the figure we see that z is the mean number of
failure events per restoration period. Because A and u
are the respective failure and restoration rates for the
path, it follows that © = A\/u. We prove this below for
the Markovian case.

If the fault occurrences form a Poisson process with
rate A and the backup path holding times for each
fault are exponentially distributed with mean 1/,

00
r = Z’LPF {Ti—l <ty <Ti—1 +ti}

i=1
= il/oo Ae i /OO M)\e—kt /H_ti 'ue—utb
i=1 t; =0 t=0 (Z - 1)'

ty=t
dty dt dt;
= o A
= Y AE__2 20
2 G 20)

where T;_; = tg +t1 +ta + -+ + t;—; when ¢ faults
occur while the connection is using the backup path,
as can be seen in Figure 5.

Using Eq.s 13, 15, and 19, we obtain the follow-
ing probabilities. The loss probability, accounting for
failures that occur while traffic is on a backup path, is

i

1+ (1=pj)y (21)

by =

The probability of restoration request acceptance can
be computed as

n,
pr =
ng
*
_ 1—pjf (22)
1+ (1—ph)dT
+(1-p f) m

Restoration to Reversion to
baCkl'p path Failure 1 Failure 2 Failure -1 Failurei  Primary path

AR S BRI N

Fig. 5. Time model for multiple failures

and the probability of restoration failure resulting
from using a recovery path is found in a similar man-
ner to be
Ng
Pa = —
ng
= Ipr
-y 23)
- A

i From the above Eq. 23, we can get the effective fault
occurrence rate as

)‘f = /\(1 _pa)

A
= TaE (24)

Note that as ¢ = A/ vanishes, py — p}, as suggested
by Eq. 18. Similarly, we can directly show that p, —
1-ps, pa—+0,and X = Ay as z — 0.

B. Multiple Failures with Batch Arrivals

When a network operator creates protection groups
with shared backup resources, it is important to
maintain routing diversity among the various work-
ing paths in the group, so that a failure event (e.g.
a fiber cut) impacts at most one working path. In
practice it is not always possible to limit the effects
of failure events in this way. If, for instance, several
working paths in a M : N group pass through different
switching offices that are in close proximity and they
are all affected by a catastrophic event (e.g. a major
earthquake) simultaneous failure of multiple working
paths can occur.

Given the possiblity of multiple failures, we need
to develop a model that will allow us to determine
the number of backup paths that are required in a
protection group to guarantee that the probability of
a working path’s being unable to find a backup path
is less than some maximum acceptable value. We first
consider the case where we have a finite number of
backup paths and an infinite number of working paths.
We model multiple failures using batch arrivals, where
the number of arrivals is a discrete random variable X
whose probability mass function is

e, =Pr{X =k}.

We model the restoration group as a set of N servers
each with exponential service times where the average
completion rate is u. The system is fed by a Pois-
son arrival process with mean inter-arrival time 1/A.
The rate of arrival of batches of size k is A\ = cp .
There is no buffering (i.e. the maximum number of
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Fig. 6. Sketch and state diagram for MX/M/3/3 system
(no buffering). The rates of the form Asj; denote arrival
rates of groups with size of at least k. Thus, for example,
)\22 = )‘ZZO:2 Cnp = )\(1 - 01).

customers allowed in the system is V), so that we have
an M /M/N/N loss system, which has been analyzed
extensively in the literature. A discussion of its prop-
erties may be found in [10]. An example of the state
flow diagram for this model where N = 3 is shown in
Figure 6.

The system of stationary balance equations that de-
scribe this system is

(0= —Apo + pups
n—1

(n+ Dppnt1 + XY PrCnk,
k=0

= _(>‘ + n:u’)pn +

n=1,2...,N-1

N—-1 00
0= —NNPN+/\Z Z DrCl

\ k=0 I=N—k

(25)
We can get the state probabilities by using the ap-
proach given in [11], which is as follows. Recursively
solving the balance equations gives

A n—1
pn:n_uzpkcn—k: n:1727"'7N7 (26)

k=0
where C; = >°°° _jcm = Pr{X > j}. By defining the

sequence {g,}_, to be

= b=y (27)
= n,uzk ngcn g, n=12 ... N
we can express the state probabilities as
Pn = gnPo, n=0,1,2,... N, (28)

where

N —1
Po = lZgn] : (29)

The metric of interest in this case is the blocking
probability, which is the probability that more cus-
tomers arrive than can be handled by the system. To
find the blocking probability for the M*X /M /N/N sys-
tem, we must compute

N
pp = Z Pr{X > N — n|System in State n} p,

n=0
N—n
Ck ) gn
k=1

s

gnC
= 1-— ”:071_ (30)

> 9n
n=0

This is the probability that an arriving batch will be
unable to be completely serviced, because there are
more arrivals in the batch than there are servers avail-
able to handle them. In such a situation, at least one
of the members of the batch will have to be dropped
while the remaining members go into service. Alterna-
tively, we can define a blocking metric that is simply
the probability that the system in in State N, which is
the probability that no members of an arriving batch
will be able to get served. This is

g
PN = NN . (31)

> 9n
n=0

We now plot these metrics using for the case where
the batch size X has a geometric distribution. Thus
cr = a(l —a)*', 0 < a <1, and the mean batch size
is 1/a. When a = 1, we have the M/M/N/N system.
For these examples, we have set a = 0.9, so that the
probability that the batch size is greater than unity
is 0.1. For the geometric distribution we can compute

C; as
Ci=Y ex=(1—a)"
k=j

Using this, we can determine the elements of the se-
quence g, and obtain the state probabilities and the
blocking probability metric for the system. For geo-
metrically distributed bulk arrival sizes, the blocking
probability of a M*X /M/N/N system is

N

Z(l - a)N_ngn

_ n=0
PB = ~ . (32)

> 9n
n=0
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Fig. 7. Impact of multiple failures

V. PERFORMANCE EVALUATION

The performance of the proposed analytical model
is analyzed by considering recovery blocking rate, i.e.
we characterize optical network services by restorabil-
ity. It is assumed that a failure occurs with exponen-
tial distribution (mean is 10) and recovery time is 1
in the simulation test. Fig. 7 illustrates the impact of
the multiple-failure effect comparing our model with
the Erlang. In these graphs, m = 10 and two sets of
curves are considered where one is N = 50 and the
other is NV = 100. The first graph in Fig. 7 indicates
that our model is consistent with the simulation test.
We observe that when N is small, the Erlang model
is not appropriate to predict recovery failure probabil-
ity (restorability) for a GMPLS network with a lower
number of failures. As for the second graph, when the
number of failures in a network is small, each working
path with failures is likely to send current traffic on a
backup path and the subsequent failures are unlikely
to get the recovery service. Thus, effective failure oc-

Fig. 8. Probability of blocking for MX /M/N/N system with
geometrically distributed arrival batch sizes and Pr{X > 1} =
0.1, versus utilization.

currence rate per working path also becomes small.
When N is large, it is more likely that a failure is
unable to use a backup path because there is no free
backup path.

In Fig. 8, we have plotted the value of the blocking
probability as defined in Eq. 30 and 32 versus A/u for
various values of N. In Fig. 9 and 10, we respectively
show similar plots for py as defined in Eq. 31 and for
pp = pn in the M/M/N/N case, which is given in
Eq.18. These metrics are conservative because they
assume an infinite pool of working paths. In reality,
the number of working paths is limited and the prob-
ability that a bulk failure of a given size will occur is
dependent on the number of remaining healthy work-
ing paths, and will decrease as the pool shrinks.

In examining these plots, we note that there is very
little difference in the values obtained for pg as defined
in Eq. 30 versus py as defined in Eq. 31, except for
values of p that are very close to zero. This is because
we have defined pp to the probability that the next
arriving batch is unable to be completely served, which
for p = 0 is the probability that X > N. The value of
PN, in contrast, tends towards zero as p vanishes, as
can be seen in Fig. 9. For most values of p, we obtain
a slightly more conservative metric by using Eq. 30.

Using these plots, it is possible to determine the
number of backup paths that will guarantee a desired
maximum probability that a failed working path that
not be switched over. For instance, if failure events
occur at an average rate of once every two days (with
1/10 failure events involving multiple failed working
paths) while repairs to failed working paths take half a
day on average (giving p = 0.5), a blocking probability
of at most 107% can be guaranteed if the protection
group contains at least 9 backup paths.



Fig. 9.  Probability of being in state N for MX/M/N/N
system with geometrically distributed arrival batch sizes and
Pr{X > 1} = 0.1, versus utilization.

Fig. 10. Probability of blocking for M/M/N/N system with
single arrivals only, versus utilization.

When we compare Figs. 8 and 9 to Fig. 10, which
shows pn for the case where multiple simultaneous
failures never occur, we see that there is little differ-
ence in performance between the two systems for small
values of IV, although the gap between the two metrics
increases with decreasing values of p. The gap between
the metrics for the M/M/N/N and M*X/M/N/N
models increases with increasing N; for N = 20 the
difference is roughly one order of magnitude. Thus,
determining bulk arrival statistics becomes an issue
when recovery is slow relative to the rate of failures
yet a high level of reliability is required.

VI. CoNcLUSION AND FUTURE WORK

In this paper, we prposed a new analytical model
for shared backup path provisioning in GMPLS net-
works. In our model, protection bandwidth capacity
was considered as the main cost of recovery QoS, with
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the result that different amount of backup resources
could be assigned to services with different levels of
protection. We have also discussed some of the is-
sues associated with provisioning shared backup paths
in networks that use GMPLS as part of their control
plane. We have reviewed some of the ways that GM-
PLS, in combination with other QoS mechanisms, can
be used to allow service providers to offer customized
levels of protection to their customers. To determine
the optimum size of a M : N protection group given
timing and QoS constraints, we have developed a sim-
ple model that predicts the amount of time required
to establish a backup path in situations where work-
ing path traffic is successfully switched to a backup
path with probability less that one. We have also de-
veloped models for M : N protection with reversion
for both single failures, which are modeled by an En-
gset distribution, and batch failures, which are mod-
eled by a MX /M/N/N system. We used these models
to demonstrate that shared protection groups can be
sized so that the probability that a backup path is
unavailable is less than a desired threshold. We also
showed that when multiple simultaneous failures are
rare, the single failure model is a good approximation
that can be used for protection group sizing. We sup-
ported these conclusions with a set of simulations.

We intend to expand on this work by analyzing the
effect of network topology on the probability of mul-
tiple failure events and by studying switchover delays
in more detail. In particular, we are examining the
behavior of several restoration signaling algorithms in
a variety of failure scenarios.

REFERENCES

[1] O. Gerstel and R. Ramaswami, “Optical Layer Survivabil-
ity: A Services Perspective,” IEEE Communications Maga-
zine, vol. 38, no. 3, pp. 104-113, March 2000.

[2] H.Ishimatsu et al., “Carrier Needs Regarding Survivability
and Maintenance for Switched Optical Networks,” Internet
draft, draft-hayata-ipo-carrier-needs-00.txt, November 2000.

[3] P. Smith, et al, ”Generalized MPLS - signaling functional
description,” Internet Draft, draft-ietf-mpls-generalized-
mpls-signaling-02.txt, Mar. 2001.

[4] P. Smith, et al, ”Generalized MPLS Signaling - RSVP-TE
Extensions,” Internet Draft, draft-ietf-mpls-generalized-rsvp-
te-01.txt, Mar. 2001.

[5] P.Smith, et al, ”Generalized MPLS Signaling - CR-LDP Ex-
tensions,” Internet Draft, draft-ietf-mpls-generalized-cr-ldp-
01.txt, Mar. 2001.

[6] Many, "OIF UNI Signaling Specification”, OIF2000.125.3,
Feb. 2001.

[7] L. Kleinlock, ”Queueing Systems: Theory, vol.I”, John Wi-
ley & Sons, NewYork, 1975.

[8] V. Sharmai et al, "Framework for MPLS-based Recov-
ery”, IETF Draft, draft-ietf-mpls-recovery-frmwrk-02.txt,
Mar. 2001.

[9] C. Mas and P. Thiran, “An Efficient Algorithm for Locat-
ing Soft and Hard Failures in WDM Networks,” The IEEE
Journal of Selected Areas in Communications, vol. 18, no.
10, pp. 1900-1911, October, 2000.



[10] M. L. Chaudhry and J. G. C. Templeton, A First Course
in Bulk Queues, John Wiley & Sons, Inc., 1983.

[11] I. W. Kabak, “Blocking and Delays in M®)/M/c Bulk
Arrival Queueing Systems,” Management Science, vol. 17,
pp. 112-115, 1970.

11



