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Abstract - Simulations are employed
to evaluate the physical layer perfor-
mance of Bluetooth and IEEE 802.11b
receivers, mainly but not exclusively, in
interference-limited environments. For
Bluetooth, a limiter-discriminator with
post-detection integrate and dump filter-
ing (LDI) is used. Bit error rate curves
are obtained for co-channel and adjacent
channel(s) interference in AWGN and flat
fading channels. The interference in this
case may be a different Bluetooth piconet
or an 802.11b transmitter. For 802.11b,
differentially coherent 1 Mbit/sec and co-
herent 11 Mbits/sec receivers are stud-
ied with Bluetooth interference, again ob-
taining BER curves for both AWGN and
fading channels. Finally, the LDI is re-
placed with a coherent Viterbi receiver,
and the performance in the interference-
limited environment is measured.

1 Introduction

With the coming deployment of Bluetooth wire-
less personal area networks (WPANSs) [1] in the
2.4-GHz ISM band, there is a growing concern
about coexistence with other existing systems,
especially the IEEE 802.11b wireless local area
network (WLAN). The Bluetooth system em-
ploys frequency hopping to mitigate the effect of
interference and fading channel impairments. A
direct sequence spread spectrum (DSSS) 802.11b
system occupies approximately 22 MHz in the
same band. Therefore, the Bluetooth system
will consistently hop into the 802.11b spectrum,
causing interference to both. Additionally, the
frequency hopping pattern for different Blue-

tooth networks, called piconets, are not coor-
dinated, so that multiple piconets operating in
the same geographic area will interfere with each
other.

This paper addresses the coexistence issue by ap-
plying baseband models for the physical layers
of the two systems. Using appropriate channel
models based on recent measurements, we deter-
mine the performance degradation in a prototype
environment.

The Bluetooth system operates at a channel bit
rate of 1 Mbit/sec [2]. The modulation is Gaus-
sian frequency shift keying (GFSK) with a nomi-
nal modulation index of Ay = 0.32 and a normal-
ized bandwidth of BT = 0.5, where By, is the 3
dB Bandwidth of the transmitter’s Gaussian low
pass filter, and T is the bit period. The Blue-
tooth radio employs a frequency hopping scheme
in which the carrier frequency is changed on a
packet by packet basis. There are up to 79 dif-
ferent channels each with 1 MHz separation. The
primary communication range is 10 m, but it can
be extended up to 100 m. The entire structure
of the simulated system is presented in Fig. 1. It
includes the transmitter, the channel noise, the
receiver and the interference source. The inter-
ference source can be selected as either Bluetooth
or 802.11b type interference. Note that the in-
terferer can be set to have a different carrier fre-
quency and a random phase offset.

The IEEE 802.11b standard describes four mod-
ulation methods providing bit rates of 1, 2, 5.5,
and 11 Mbits/sec [3]. The first rate is achieved
by differential BPSK (DBPSK) with DSSS us-
ing an 11 chip Barker code; the chip rate is
11 Mchips/sec. The last rate is obtained us-
ing complementary code keying (CCK), also at
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Figure 1: Bluetooth system model.
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Figure 2: 802.11b DSSS system model.

11 Mchips/sec. In this study, we consider the 1
and 11 Mbits/sec bit rates. The communications
system model for the 1 Mbit/sec bit rate is pre-
sented in Fig. 2, again consisting of the trans-
mitter, the channel noise, the receiver and the
Bluetooth interference source. We explain the
details of this model in the following sections.

2 Bluetooth System Model

2-1 The GFSK signal

The GFSK signal can be represented by [4]

s(t,a) = Acos(2mfct + ¢(t, ), (1)
where A = 4/ %l, Ej is the energy per data bit,
and f. is the carrier frequency. a is the ran-
dom input stream, comprised of the data bits
a;; ¢(t,a) is the output phase deviation, given

One of the key ideas in GFSK is that a single bit
is transmitted over multiple symbols, which is
done by using a pulse shaping filter with impulse
response g(t) given by

= QBt_% 2Bt+%
9()—ﬁ[Q(7T b\/ln—Z)—Q(W bm)],

(3
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where Q(t) is the standard Q-function Q(t)
e \/%—ﬂe_Tz/ 2. By introducing controlled inter-
symbol interference, the spectral occupancy of

the signal is substantially reduced.

Eg. (2) can also be written as
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where L is the length of g(¢), and
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For Bluetooth with ByT = 0.5, we have L = 2,
which means that a single data bit is spread over
two consecutive symbol intervals.



2-2 Channel Model

Recent measurements in the ISM band show that
the root-mean-square (rms) average of the excess
delay for the multipath component is around 30
nsec in an office environment [5, 6]. In another
study, Kim et al. [7] found that the rms values
were below 70 nsec, with an average value of ap-
proximately 50 nsec. For a line-of-sight (LOS)
path, the power spectral density of the faded
amplitude is close to a Rician distribution [7].
Therefore, we chose a flat fading channel model
with a Rician distribution. This model assumes
that a direct path exists between the transmitter
and the receiver, and there are also other low-
level scattered paths. The probability density
function (pdf) of the Rician distribution is

where I; is the zeroth-order modified Bessel
function of the first kind, v is the envelope of the
strong component, and o2 is proportional to the
power of the “scattered” Rayleigh component.

The Rician factor K is the ratio of the power in
the direct path Pg to the power in the diffuse
path Py,

_Ps

K = .
Py

(7)
As K approaches zero, the channel behaves as
Raleigh fading, whereas as K goes to infinity,
the channel is Gaussian.

Two important parameters associated with the
receiver are the average carrier-to-noise ratio
CNR, and the average carrier-to-interference ra-
tio CTR defined as

P is the interference power, while P, is the noise
power in the receiver’s frequency band.

In this simulation, we first consider the AWGN
channel model, and then we apply the Rician
fading. Also, because of the static behavior of
the indoor channels, the Doppler shift frequency
is ignored.

2-3 Interference Model

Either a Bluetooth or an 802.11b interference sig-
nal can be represented as

SI(t7 b) =B COS(271'(fc + fd)t + ¢2(ta b))a (9)
where b is the random input data, which is in-
dependent of a, and ¢ depends on the type
of the interferer. f; is the frequency difference
between the desired signal and the interference.
The Bluetooth radio channels are 1 MHz apart,
so fg can take values of 0,1,2-.-- MHz. The
bandwidth of the 802.11b system is 22 MHz, so
we carried out simulations for f; < 11 MHz.
The sampling rate is N; = 44 samples/bit, which
equals 4 samples/chip for the 802.11 DSSS sys-
tem. This sampling rate is appropriate for f; up
to 22 MHz.

When studying interference, we want to reduce
the effects of the traffic patterns and concen-
trate on the effects of time/frequency overlap
between the two systems. For Bluetooth per-
formance, we make these two assumptions: (1.)
that the 802.11b WLAN is constantly transmit-
ting and (2.) that any other Bluetooth piconets
are synchronized to packet boundaries and are
also transmitting. These correspond, in some
sense, to worst case scenarios. In a real system,
there will be times when the interferer is off. For
the 802.11b system, we assume that the Blue-
tooth interferer is also always transmitting.

n(t)

Main Signal Flat Rician Receiver
(GFSK or DBPSK) > Fading Filter
Interference Flat Rayleigh
(GFSK or DBPSK) d Fading

Figure 3: Interference model for the fading chan-
nels.

In the AWGN channel, a uniform random delay
tq € [0, T) and a random phase ¢4 € [0, 27) are
applied to the interferer signal for each packet.
For the fading channels, it is assumed that the
intended signal is subjected to Rician fading,
whereas the interference undergoes Rayleigh fad-
ing. Fig. 3 shows a block diagram of this con-
figuration. We chose K = 5 (K ~ 7 dB) for



the desired signal, which is close to the profile
recommended in [7].

2-4 LDI Receiver

This receiver consists of a pre-detection band-
pass filter, a limiter-discriminator, and an inte-
grate and dump filter, as shown in Fig. 1. The
final block is the hard limiter, which compares
the output phase with a decision level. The pre-
detection bandpass filter is a Gaussian filter with
an equivalent lowpass impulse response, h,(t),
given by [8]

7r2
lt) = o B G

where B, is the 3 dB bandwidth. According to
Simon and Wang [8], the optimum bandwidth
for this filter is Byp = 2B, = 1.1/T. The dis-
crete impulse response of this filter is obtained
by sampling and truncating h,(t).

(10)

The output of the receiver pre-detection filter
can be represented using its inphase and quadra-
ture components, X (¢) and Y (t), respectively, as

e(t) =
= R(t)cos2mfet + (t)].

X (t) cos(2m fet) — Y (¢) sin(27 fct)
(11)
The limiter-discriminator output is thus

_ @) _ XOY'(0)-X0YE g,
dt X2(t)+Y2(t)

¥ (t)

The discrete impulse response of an ideal differ-
entiator is [9]
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(13)
We truncate this impulse response using a Kaiser
window with M = 5 and 8 = 2.4, and then
we use it to approximate the derivatives of the
quadrature components required in computing
Eq. (12). Another approach to implement this
filter is to use a simple difference equation.

The integrate-and-dump filter is simply a rect-
angular filter with impulse response

L 0o<t<T

_ ) T
hip(t) = { 0 otherwise. (19)

The discrete-time filter is obtained by sampling
hrp(t). The amplitude of the filter were normal-
ized to 1. The appropriate sampling time for the
system is chosen at the maximum eye opening.

3 802.11b System Model

3-1 1 Mbit/sec DSSS

The basic 1 Mbit/sec rate is encoded using
DBPSK; thus, it is not necessary to have a coher-
ent phase reference in the receiver to demodulate
the received signal.

This system utilizes a spread spectrum scheme
to mitigate the effect of a jammer. The Barker
sequence with code length P = 11 is employed
to spread the signal. The bit duration, T, is
exactly 11 chip periods, 7., long. The processing
gain (PG) of this system is [10] PG = g—z =11,
where Ry = % is the bit rate, and R, = T% is the
chip rate. If we calculate the power spectrum of
the Barker codes, we get [11]

SU) = 3 (Cpp)sine (S — )
k=—-00
k+£0
+%(5(f). (15)

The function, S(f), is illustrated in Fig. 4 for
P = 11. We see that a narrowband interference
signal -like Bluetooth- located at the middle of
the spectrum will be more attenuated than an
interferer located 1 MHz away from the middle
of the spectrum.

As shown in Fig. 2, the input data bits are first
differentially encoded. The resulting sequence is
spread by the Barker code. The output of the
spreader is fed to a Square-Root Raised-Cosine
(SR-RC) pulse-shaping filter. The impulse re-
sponse of the SR-RC filter with a roll-off factor
a is [11]

sin[(1 — )t /T,
(wt/T.)[1 — (4at/T,)?]

da(t/Te)cos[(1 + a)mt/T,]

(Wt/Tc)[l - (4at/Tc)2]

p(t)

. (16)

The discrete time impulse response of this filter
is obtained by sampling p(t).
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Figure 4: Power Spectrum of the Barker Code.

At the receiver, the input samples are first passed
through the SR-RC matched filter. The de-
spreading filter is a rectangular filter that inte-
grates the output of the multiplier during a bit
period. The differential decoder compares the
phase angle of the received symbol and the pre-
vious one to generate the output bit stream. It
is assumed that the chip timing of the receiver is
synchronized to the transmitter.

3-2 11 Mbits/sec CCK

Complementary codes were originally conceived
by M. J. Golay for infrared multislit spectrom-
etry [12]. These codes can be considered block
codes over the field of complex numbers. Let the
kth code word be given by sy, = [sg15k2 - - - skn]T s
where N is the length of the code word, and
k=1,2,---, K. The autocorrelation of the code
word is given by [13]

N—j
Rikli] = ) sk Sh(i+j)- (17)
i=1

A set of K codes is considered complementary if
and only if it satisfies the following equation

K .
4]0 for j #0
kX_:le’“[J] _{ KN for j=0.

The complementary codes in the 802.11b stan-
dards are defined by a set of 256 8-chip code
words. They are specified by

c= [ej(¢1+¢2+¢3+¢4), ej(¢1+¢’3+¢4),

(18)

ej(¢1+¢2+¢4)’ _ej(¢1+¢4)’
el (Prtdates)  gi(d1+¢s)
—el(P1te2) (@), (19)

where
s 3T .
¢i € {0, 50 7} fori=1,2,3,4. (20)

Note that each element of a code word is com-
plex, and so can be transmitted using QPSK
modulation as discussed below.

At 11 Mbits/sec, 8 bits (d0 to d7; dO first in
time) are transmitted per code word. The first
dibit (d0, d1) encodes ¢; based on DQPSK,
which provides the possibility of employing
differentially-coherent detection. In this study,
we employ a coherent receiver, assuming that the
initial phase of the signal is known. The dibits,
(d2, d3), (d4, d5), and (d6, d7) encode @2, 3,
and ¢4, respectively, as specified in Table 1.

Dibit Pattern | Phase
(di, dit1)
00 0
01 0
10 T
3
11 3m

Table 1: QPSK Encoding.

The system model is presented in Fig. 5. Only
an AWGN channel is considered in this case.
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Figure 5: CCK System Model.

The decoder determines the valid code word that
is closest to the received signal, and it maps that
code word back to data bits. It is well known
that in an AWGN channel, a code set which has
the largest minimum Euclidean distance between
code words yields the lowest bit error rate. Thus,
an optimal code set for an AWGN channel would
maximize the following minimum distance

dmz'n = min Hsk - Sl||2 (21)

kle{1,2,- K}



For complementary codes with length N and M
possible phases, it can be shown that the mini-
mum Euclidean distance is equal to [14]

N 27
dmin = \/;IIl —eap(j 5ol (22)

For CCK with N =8 and M = 4, the minimum
distance is 2.82, which is 3 dB better than the
distance of uncoded QPSK whose d,,;, = 1.4.

The maximum likelihood method described
above needs a bank of 256 correlators in the
receiver. Although optimum, this method may
be considered too complex for some implementa-
tions. There are also less complex sub-optimum
algorithms. By looking at the code words of
CCK, one can write these equations for the de-
coded phases [14]

b2 = arg{rir; +rary +rsrg +rorgt (23)
¢3 = arg{riry +rory +rsr; +rer3}

¢s = arg{riri +rori + 3y + rarg}

b1 = a’rg{r46_j¢4 + Tﬁe_j¢3 + 'r7e_j¢2 + g},
where

(24)

r= [Tla r2,73,7T4,T5,7T6, ’r7aT8]

is the received vector. We employ the above sub-
optimal receiver to measure the performance in
the presence of interference.

4 Link Budget

For a transmitter at a power level of Pr, the
extracted power by the receiver’s antenna may
be expressed in decibels as

Pr=Pr+Gr+Ggr— Ly — L, (25)

where G and G are the antenna gains of the
transmitter and the receiver, respectively, L, is
the path loss, and L, accounts for any additional
system loss. For an indoor channel, we apply a
simple propagation model: line-of-sight propa-
gation (free space) for the first 8 m, thereafter a
propagation exponent of 3.3. The path loss can

be expressed as [15]
I — { ford <8 m
P for d > 8 m.

(26)

40 + 20 log(d)
58.3 + 33 log(d/8)

Assuming 0 dB gain for the transmitter and the
receiver antennas and ignoring additional loss,
Eq. (26) can be written as

Pg = Pp— L, (27)

The sensitivity of the receiver, Rgep,s, which is
the minimum amount of signal power required
to achieve a certain bit error rate (BER), may
be expressed as
Rsens = Py + CN R,y (28)
Here, P, is the receiver noise power and C'N R,
is the required carrier-to-noise ratio to achieve a
BER = 1072 in an AWGN channel. The CNR
is defined as
E, 1

NR=——. 2
CNR N, BT (29)
For Bluetooth, our simulation shows that at
CNR ~ 16 dB, we get a BER = 1073,
Also, Rgens may be typically selected as
Rgens=—80 dbm. By inserting these values, the
receiver noise is then

P, = Ryens — CNR, . =-96 dBm. (30)
Using Eq. (27) and given P,, we can calculate
Bluetooth’s CNR and CIR values for a cho-
sen topology. Table 2 shows the CNR values for
PT =1 mW.

Distance m] | 1| 3| 5
CNR [dB] | 56 | 46 | 42

10
35

15
29

Table 2: CNR values for Bluetooth.

The above calculations can be repeated for the
802.11b receiver assuming Rgens = —80 dBm,
and CNR,., = 8 dB at BER = 103. Table 3
contains the results for Pr = 25 mW.

Distance m] | 1| 3| 5
CNR [dB] |62 |52 | 48

10
40

15
35

Table 3: CNR values for 802.11b.

For distances less than 15 meters, the CNR is
high enough so the errors are mainly caused by
the interference signal.
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Figure 6: Bluetooth performance in the AWGN
and Rician fading channels. LDI receiver.

5 Performance Results

5-1 Bluetooth

Simulation results for the LDI receiver in the
AWGN and Rician channels are presented in
Fig. 6. We see that for the AWGN case at
Ey/Ny = 16 dB, the BER = 1073. For the
worst case Rayleigh fading condition (K = 0),
an Ey /Ny = 30 dB is required for the same BER.
Also in this figure, we present the analytical BER
curve using the method described in [16, 8] for
the AWGN case.

Interference Type | Ratio (dB)
C/Ico—channel 11
C/hLimuz 0
C/IQMHZ -30
C/IZ3MHZ -40

Table 4: Specified CIR values for Bluetooth in-
terference.

For Bluetooth interference on a Bluetooth signal,
there is a specific requirement according to the
standard, 7.e. the BER shall be less than 0.1% in
any of the conditions given in Table 4. The per-
formance is measured with the desired signal 10
dB over the reference sensitivity level. Fig. 7(a)
shows the performance in this case. We observe
that the LDI receiver can meet the requirement
set by the standard. Fig. 7(b) presents the per-
formance with Bluetooth co-channel interference

I
0 5 10 15 20 25 30
CNR [dB]

I I
0 5 10 15 20 25 30 35
Average CNR [dB]

Figure 7: % Bluetooth performance with

Bluetooth interference. (a) AWGN channel. (b)
Rician channel. LDI receiver.

in the Rician fading channel. As mentioned in
Section 2-3, K = 5 for the signal, and K = 0
(Rayleigh) for the interference. The CTR value
should be at least 20 dB in order to get low BER
for the co-channel interference.

Next, we study the performance of Bluetooth
with 802.11b interference. The curves in
Figs. 8(a) and (b) are for an interference-limited
environment with CNR = 30 dB. The 802.11b
signal looks like broadband noise at the input to
the Bluetooth receiver. The performance degra-
dation for carrier frequency differences up to 4
MHz is almost the same, and so we plot the re-
sults for f; = 0 as a representative case. The
null in the Barker code spectrum does not im-
prove the performance here, but it does for the
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Figure 8: Bluetooth performance with

802.11b DSSS system. After 4 MHz, one grad-
ually sees the effect of the pulse shaping filter
of the 802.11b transmitter, which has a null at
fa = 11 MHz. In fact, the CIR value at f; = 11

MHz has to be very low in order to cause high
BER.

To relate the CIR wvalues to the transmitter
powers, consider the topology where the Blue-
tooth transmitter and the 802.11b interference
are both positioned one meter away from the
Bluetooth receiver; the Bluetooth transmitter
power is 1 mW, while the 802.11b’s is 25 mW.
Using Eq. (27), CIR ~ —14 dB. So, when a
Bluetooth packet hops on a frequency that is less
than 10 MHz away from the center of the 802.11
interference, that packet is usually subjected to

errors. The roll-off factor a of the 802.11b trans-
mitter determines the range of frequency offsets
over which high BERs are observed. In this sim-
ulation, we chose a = 1, so the interference signal
will occupy the maximum available bandwidth.
Another observation from Fig. 8(a) is that if the
CIR value is always greater than 6 dB, the BER
for all frequency offsets is less than 1073,

The performance in the Rician channel (K = 5
for the signal and K = 0 for the interference) is
shown in Fig. 8(b). We see that CIR = 10 dB is
the minimum tolerable. In comparison to scenar-
ios where the desired signal undergoes Rayleigh
fading or the interference has a LOS path, these
results may be considered optimistic. On the
other hand, we see that since the interference
acts as wideband noise, there is not a great differ-
ence in the CIR requirement between the AWGN
and Rician channel models.

As a solution to mitigate the effect of inter-
ference, we use a simple two-state Viterbi re-
ceiver for Bluetooth. Again, we assume that
the phase of the transmitted signal is known
to the receiver. The performances for Blue-
tooth and for 802.11 interferences are shown in
Figs. 9(a) and (b), respectively. A dramatic
enhancement is observed in these figures, evi-
dently at a cost of having a more complicated
receiver. This improvement is particularly con-
siderable for 802.11b interference, which acts
as broadband noise in the Bluetooth receiver’s
bandwidth.

5-2 802.11b

Now, we consider the performance of the
1 Mbit/sec 802.11b system, again
interference-limited environment with CNR =
35 dB. Since the system takes advantage of
DSSS, one observes in Fig. 10(a) that for co-
channel interference, CIR = —11 dB is adequate
to suppress the effect of interference (BER <
10=2). The most disturbing interference is lo-
cated at f; = 1 MHz, which needs a minimum
CIR of —5 dB. This difference stems from the
null at the middle of the spectrum of the Barker
code as described before. For frequency offsets
grater than 8 MHz, the C IR value must be very
low in order to get a high BER. This fact is due

in an
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to the bandpass filter in the 802.11b receiver hav-
ing high attenuation at frequencies near 11 MHz.
The results of this figure are comparable to the
analytic method proposed in [17, 18].

Fig. 10(b) indicates the performance in the Ri-
cian channel (K = 5), where the Bluetooth in-
terference is subjected to Rayleigh fading. The
minimum CIR in this case is CIR = 2 dB
(BER = 1072). For the 802.11b DSSS system,
there is a difference of 7 dB in CIR required to
achieve acceptable performance in AWGN and
Rician channels, respectively. This difference is
greater than the equivalent (4 dB) for the Blue-
tooth system, using the LDI receiver.

Fig. 11(a) shows the performance of the 11
Mbits/sec 802.11b CCK receiver in the AWGN

-15 -10 -5 0 5

Average CIR [dB]

{a)

0] 802.11b DSSS performance with

Bluetooth interference. (a) AWGN channel. (b)
Rician channel.

Figure 10:

channel. The optimum receiver performs about
2 dB better than QPSK, and the sub-optimum
method is nearly the same as QPSK. The sub-
optimal system provides a BER of 1073 for an
Ey/N, = 8 dB. It must be noted that CCK was
designed explicitly for fading channels, where its
gain over QPSK is much more significant.

Fig. 11(b) illustrates the performance of 11
Mbits/sec IEEE 802.11b receiver with Bluetooth
interference. This figure indicates that the CCK
modulation is more vulnerable to the interfer-
ence signal than the 1 Mbits/sec DSSS. A min-
imum CIR of 3 dB must be achieved to get
BER = 1072 for all frequency offsets. This re-
sult is not surprising, since the CCK provides a
higher bit rate but occupies the same 22 MHz
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bandwidth, thereby having less of a coding gain.
Generally, the receivers used for both 1 Mbit/sec
and 11 Mbits/sec are fairly simple, and improved
performance can most likely be obtained using
more complicated signal processing. This fact is
especially true for the 11 Mbits/sec CCK system.

6 Conclusions and Present

Work

In this work, we have investigated the perfor-
mance of Bluetooth and 802.11b WLANSs in
interference-limited environments. We have es-
tablished preliminary performance results for
both the AWGN and fading channel models. The
simulations strongly suggest that the interfer-
ence may severely damage the operation of both

systems in some applications. The AWGN re-
sults for the effect of interference on Bluetooth
are not very far from the fading results, so this
model may be adequate for studying the effect
of interference in LOS conditions. Moreover, the
AWGN channel can be used to evaluate mecha-
nisms designed to improve coexistence.

While most of the study used the simple LDI re-
ceiver for Bluetooth, the simulation results sug-
gest that substantially better performance can
be achieved using a coherent Viterbi receiver for
interference-limited channels. Presently, we are
developing a more sophisticated Viterbi receiver,
including channel estimation based on the Blue-
tooth access code.

For the 802.11b DSSS receiver, the results in
a fading channel are more degraded than in an
AWGN channel, compared to Bluetooth. There-
fore, coexistence studies need to chose a more
realistic channel model, instead of assuming an
AWGN one. Furthermore, multipath fading is
even more of a concern for the 11 Mbits/s CCK
system, given its relatively short symbol time.
Thus, a RAKE-based CCK receiver, which ex-
ploits the frequency-selective properties of the
channel, should probably be used.

This paper considers the physical layer of the
Bluetooth and 802.11b systems, including the
design of the radio receivers. However, it does
not consider the medium access control (MAC)
layer. In Bluetooth, this layer contains the for-
ward error detection and correction, the auto-
matic repeat request (ARQ) protocols, and the
frequency hopping. For 802.11b, the MAC is
more complex, containing carrier sense, multiple
access with collision avoidance, as well as a num-
ber of other features. Our current goal is to de-
termine the interference-limited performance of
the combined physical and MAC layers for each
system with realistic traffic and topologies. Met-
rics of interest include packet loss probabilities,
number of residual errors in a packet, delay, and
throughput.
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