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I. Background

In the Help America Vote Act (HAVA) of 2002, the Election Assistance Commission (EAC), in consultation with the Director of the National Institute of Standards and Technology (NIST), was mandated to submit a report on human factors, usability, and accessibility to Congress.  This report included two recommendations for the development of usability performance benchmarks for voting systems:
1. Develop voting system standards for usability that are performance-based, high-level (i.e., relatively independent of the technology), and specific (i.e., precise). 
2. Develop a valid, reliable, repeatable, and reproducible process for usability conformance testing of voting products against the standards described in the recommendation above with agreed upon usability pass/fail requirements. 

The Human Factors and Privacy Subcommittee of the EAC’s Technical Guidelines Development Committee (TGDC) subsequently requested that NIST develop usability performance requirements for inclusion in the Voluntary Voting Systems Guidelines (VVSG) in Resolution #5-05 Human Performance-Based Standards and Usability Testing: 

“The TGDC has concluded that voting systems requirements should be based, wherever possible, on human performance benchmarks for efficiency, accuracy or effectiveness, and voter confidence or satisfaction. This conclusion is based, in part, on the analysis in the NIST Report, Improving the Usability and Accessibility of Voting Systems and Products (NIST Special Publication 500-256).”
The rationale is that performance requirements should be preferred over design requirements. The requirements should focus on the performance of the interface or interaction, rather than on the implementation details. When it is not possible to specify performance requirements (whether because conformance tests cannot be formulated or because they would be too onerous to implement), testable, implementation-neutral design requirements should be used. Conformance tests for performance requirements should be based on human performance tests conducted with human voters as the test participants. The TGDC also recognized that this was a new approach to the development of usability standards for voting systems and would require some research to develop the human performance benchmarks and the test protocols. 

In prior work, User-Centered Design has developed a test standard, 
conducted several rounds of testing to demonstrate the validity and reliability of this standard
, and developed preliminary baselines. This report summarizes a pilot research project to see how “accessible” voting machines (machines with alternate interfaces designed to support users with disabilities) perform on the same test. Since this test was for “accessible machines”, part of the research was to investigate procedural issues that may exist when testing the representative users of these machines (i.e., users with disabilities).
II. Purpose of this Evaluation

The primary purpose of the pilot was to investigate VPP-based (Voter Performance Protocol) performance measures for machines with alternative interfaces.  These alternate interfaces comprise what are generally referred to as “accessible” voting machines since the alternate interfaces are primarily designed to support users with disabilities. These interfaces varied in both output format and input format or both from the “standard” interface and the ones selected for this testing fell into four primary types of interfaces:

· Audio versions of the visual interface with the standard o
r an alternate input device designed primarily for users who are fully blind.
· Large print and/or high contrast versions of the visual interface and the standard 
or some alternate input devices primarily designed for users with low vision.
· Combined audio and large print and/or high contrast versions of the visual interface with a normal or an alternate input device primarily designed for users with more severe low vision or partial sight.
· Alternate input devices (e.g., “jelly switches” or sip-and-puff interfaces) primarily designed for users with upper extremity disabilities.
Nothing precludes users who do not have specific disabilities from switching to a large print and/or high contrast version of the visual display or even an audio interface as a matter of personal convenience, though the occurrence of this is probably rare.  And nothing precludes a person from using both the interface configured for low vision users and the alternate input devices intended for users with upper extremity disabilities.

The secondary purpose was to evaluate any modifications necessary to the test procedures to allow for testing with users with disabilities in the event that the benchmark testing would be conducted on accessible voting machines.
III. Method

Procedure: Using the VPP with Exceptions

For this pilot for testing of accessible machines, we used the previously defined VPP 
for collecting data and analyzing the results. The following is an abbreviated description of the VPP including the modifications made for this pilot test of accessible voting machines.

1. The voting system vendor was responsible for putting the test ballot specification onto the system to be tested. 

2. Two systems were set up for this test but neither of them was considered a reference system (for regular testing of voting systems 
both the system being tested and a reference system whose level of performance has been previously established will be set up.). 

3. For this pilot test, participants were not recruited based on specific demographic characteristics but on characteristics that made them the type of users who would use the various accessible voting systems.
4. The number of participants used per interface in this test was small (a target of 20). In the full VPP, 100 participants per system are used to ensure statistically stable results.
5. The voting systems were installed in a lab under realistic but controlled conditions that made it easy for participant use (e.g., presence of a chair, appropriate lighting). 

6. Test Procedures
a. Participants arrived at the test lab, filled out the consent form, and waited in a room separate from the voting systems until it was their turn to participate. At this point, they were provided with the overview of the test procedures. They were told they would be asked to enter specific votes provided to them and that the test facilitator would not be able to assist them once they started.   Modifications were made to the test procedures to accommodate users who were blind or had low vision.  Low vision participants read and signed a large print copy (with capital letters of 9 mm created using the requirement in the VVSG 
of capital letters between 6.3 and 9 mm in height)of the consent form.  Blind users heard a synthesized voice reading the consent form on a Victor Stream Reader.  If they agreed to participate, they signed a consent form at a line the facilitator showed them.
b. When it was their turn to participate, a test facilitator showed participants to the voting system to which they were assigned and gave them a copy of the voting instructions. The participants were also given any additional materials needed to use the specific voting system (in this case, it was either an access code or a voting card) but they were not told how to use them.  Modifications were made to this part of the test procedures to accommodate users who were blind or had low vision.  

· Blind participants were provided a device that read the instructions to them.  This device was the Victor Stream Reader – a Daisy standard 
compliant device common in the blind community.  They were shown how to use the Victor Stream Reader even if they were familiar with it.  Through this device, the participant had the ability to play or pause, go forward, or go back one instruction.  The Victor Stream Reader instructions were presented via earphones.
  The audio voting system and its instructions for use were presented using the same earphones.  In addition to this accommodation, for blind users using the audio interface, the access card was inserted by the facilitator.

· In addition to providing audio instructions to the participants who were fully blind, low vision participants were given large print instructions and those who had selected the large print and audio option were also offered the Victor Stream Reader interface for instructions and for interacting with the voting system.

c. To minimize interference in the measurement of usability, once the participants had begun the test, the facilitator's interaction with them was limited to the following statement: “I'm sorry but I'm not allowed to help you once you start. If you are having difficulties you can try to finish. If you are stuck and cannot continue, you can stop if you wish.”

d. Behind a mirrored glass, research staff observed the participants and timed their performance as they completed the voting task.

e. After participants completed casting the ballot or stopped, the facilitator administered the post-test questionnaire and asked for their feedback on the test and on the voting system.  They were then directed to the facility personnel who compensated them for their participation.  In the VPP, the facilitator does not necessarily administer the questionnaire and there is no request for feedback.
7.  A tally was kept of all participants who failed to complete the voting task by (1) leaving prior to completion based on reaching a pre-determined time limit of 45 minutes or (2) leaving believing they had completed the task though they had not, or (3) declaring they were stuck and could not continue.
 For all participants that completed the voting task, the ballot data as tabulated by the system were entered into an Excel spreadsheet where they were tallied to determine the numbers of correct votes per ballot and the number of ballots cast without any errors.
8. In a real VPP test, the performance measures from the reference system are compared to performance measures from the tested system.  This provides a validation of the test procedures and analysis. No procedure validation occurred in this pilot test. 

9. The data from the various systems being tested was converted into 95% confidence intervals for the three measures of interest (Total Completion Score, Voter Inclusion Index, and Perfect Ballot Index). Additional data, such as timing, post-test questions, and demographic information, were entered into separate Excel spreadsheets for reporting.
Machines Tested

From the systems available for testing, we selected two voting systems that jointly represented the four types of accessible interfaces. With both large print and high contrast, there were multiple configurations possible.
  To provide consistency across tests and to maximize the data for each system tested, we elected to restrict the configurations to four types: audio only with an appropriate input device, large print, large print with audio, and alternate input device. Though it is possible to test these interfaces with users who do not have disabilities, participants were recruited that were representative of the voters who would be expected to require and use these alternative interfaces. These equated to users who are blind, have low vision, or who have upper extremity disability.
Participants

Descriptions

Totally blind participants:  For our testing of the audio interface, we recruited users whose visual acuity or visual field was so low that they required use of the audio interface exclusively.  For this purpose, we recruited people who were totally blind as well as people who were legally blind if their visual acuity was measured in either finger or hand motion. Some low vision users are able to use both the audio and the visual display, but these users were excluded from this group’s definition.
Limited vision participants: The testing of the large print and large print with audio interfaces required testing with users who had limited vision.  This group was a bit more problematic to define. We know that the population of users that is expected to use the large print interface encompasses a large range of users.  Some older populations may simply prefer to read the text in a larger font.  In the case of our testing, we wanted to limit the variability of this population so we elected to recruit users who would require the use of the large print interface.  Visual acuity is measured in different ways and on different scales even within the United States (the most common measurement being based on the Snellen chart).  Howeverr, we defined the recruitment criteria for the participants in our study based on visual acuity as defined in the TGDC Recommended VVSG (August 31, 2007).  

The Snellen chart measures a person’s vision based on the smallest set of letters on a scale that a person can distinguish at a specific viewing distance. The viewing distance and font size is based on the characters subtending 5 minutes of arc within the eye and was experimentally determined using people with “normal” vision.  For example, a rating of 20/20 on the Snellen scale is given if an individual has the ability to visually distinguish a set of 9 mm letters on the chart at 20 feet.  Similarly, if the person can distinguish only a 22 mm characters at 20 ft, their vision is stated to be 20/50.  Other values from the Snellen chart are shown in the Table 1. 

	Distance (feet)
	70
	60
	50
	40
	30
	20
	15
	10
	7
	4

	letter height (mm)
	31
	27
	22
	18
	13
	9
	7
	4
	3
	2

	Vision
	20/70
	20/60
	20/50
	20/40
	20/30
	20/20
	20/15
	20/10
	20/7
	20/4


Table 1: Sample Snellen Chart Values
Though visual acuity is measured as described above, this does not translate directly into font sizes for several reasons.  First, though the Snellen chart contains what appear to be letters, they are not a standard font but were specifically designed by Snellen and termed “optotypes.”  (For example, Snellen optotypes have a specified character stroke width to character height ratio of 1:5 where other fonts use different ratios depending on the font family and type.)  Also, visual acuity is a measurement of the smallest discriminable optotype, which is not the same as reading text. The requirements within the VVSG state only that two font sizes need to be provided, the smaller of which must be between 3 and 4 mm high, and the larger of which must be between 6.3 and 9 mm (as measured on the capital letters).  The guidelines for reading text specifies a much larger subtended angle than does the Snellen measurement.  For example, the Human Factors and Ergonomics Society states that 20 to 22 minutes of arc is the preferred visual angle for reading.  MIL-STD-1472 states that the preferred visual angle for reading is 21 minutes of arc for black and white text and 30 minutes of arc for colored text.  We used the following analysis to determine what the VVSG specification would equate to in terms of visual acuity. 

Since the visual angle is a linear function based on the height of the letter divided by the distance to the letter, we can solve for any variable given the other two.  If an optimal visual angle of 20 minutes is assumed, we can convert the Snellen chart, but this conversion does not account for the viewing distance difference for voting machines.  If an optimal visual angle of 20 minutes is assumed and the minimum character height of 3 to 4 mm is used, we can use the formula to calculate that the presumed viewing distance is between 19 and 25 inches.  (Some observational measurements confirmed this range.)  Similarly, the larger specified font size equates to a viewing distance of approximately 40 and 58 inches.  If it is presumed that these are calculated based on persons with “normal vision” (i.e., the smaller font size is intended for people with between approximately 20/20 and 20/25 vision), it can be extrapolated that the larger font size is presumed to be for people with between approximately 20/40 and 20/60 vision.  However, there is nothing in the design of the voting machines that precludes a user from changing the viewing distance.  For example, at one-half the calculated viewing distance, the subtended angle of arc doubles.  Therefore, a person with 20/120 vision could view the screen with a 9 mm font at 10 inches and still subtend 20 minutes of arc.  Given the following assumptions:

· a font size will be 6.3 to 9 mm with no physical barriers to preclude a voter from changing the viewing distance, 
· we are seeking people with low vision and not just those with weak eyesight who prefer larger fonts, and 
· legal definition of blind is set at 20/200, 

We decided to recruit users whose visual acuity was between 20/70 and 20/120 as a reasonable range of the population for the low vision group of users who could use this interface.
Concurrent with and independent of the analysis we conducted to determine a definition for low vision users for purposes of our testing, it was noted that the Telecommunications and Electronic and Information Technology Advisory Committee (TEITAC) (an advisory board to the Federal Access Board), was also defining low vision users for inclusion in an update to Section 508 of the Rehabilitation Act.  This group defined low vision users as persons having vision in the range of 20/70 to 20/200.


As a result of our analysis, we defined four groups of users for our testing.  One group consisted of individuals who were fully blind and who would need to use an audio ballot. This group was assigned to test the audio only interface. The second and third groups recruited were persons who had vision within the range of 20/70 - 20/120. Participants were asked whether they would normally use large print instructions or audio instructions in a voting situation.  Their answer to this question determined whether they were assigned to the large print interface group or the large print with audio interface group.  The fourth group of participants recruited was participants who had mobility impairments that required use of an alternate input device. To be in this group, participants were expected to be able to read instructions and ballots on the voting machine screen without modification from the “normal” display, but not be able to enter votes on the touch screen because of upper motor issues such as tremors, reach issues, or full loss of upper body use. These participants were assigned to the alternate input device group.

Mobility Impaired participants: To test the system with an alternate input device, we had two options for input supported by the vendor: two “jelly switches” (large switches that can be operated by the whole hand, arm, or mouth stick) and a sip-and-puff input device (a device where the user sips or blows into the device as input).  We elected to recruit two populations of users with upper extremity disabilities that corresponded to users who needed to use either of these devices.  The first group included users with fine motor issues, excessive tremors, or limited hand mobility.  The second group included users with full loss of upper extremity use (e.g., quadriplegics). 
Demographics

We had initially intended to recruit 80 participants: 20 in each of the four groups defined above. However, when we attempted to recruit people who had full loss of the use of upper extremities to test the sip-and-puff input device, the individuals with whom we spoke during recruitment were quadriplegic and were not able to come in for testing.  This group was eliminated from testing.  Of the resultant 70 intended participants, we were able to recruit a total of 59 users. A summary of the participants recruited is shown in Table 2 below.
	 
	Total

	Audio only
	18

	Large print
	17

	Large print + audio
	20

	Jelly switches
	4


Table 2: Total Participants Recruited

We attempted to recruit a mix of age, race, gender, and education.  The demographics of the participants recruited are summarized in the tables below.

	 
	African-American
	Caucasian
	Hispanic
	Total

	Audio only
	5
	12
	1
	18

	Large print
	6
	10
	1
	17

	Large print + audio
	6
	13
	1
	20

	Jelly switches
	2
	2
	0
	4


Table 3: Participant Demographics by Race

	
	18-24
	25-34
	35-44
	45-54
	55-64
	>64
	Total

	Audio only
	2
	4
	0
	5
	4
	3
	18

	Large print
	1
	4
	2
	6
	3
	1
	17

	Large print + audio
	1
	5
	0
	4
	8
	2
	20

	Jelly switches
	0
	1
	1
	1
	1
	0
	4


Table 4: Participant Demographics by Age

	 
	Male
	Female
	Total

	Audio only
	8
	10
	18

	Large print
	11
	6
	17

	Large print + audio
	9
	11
	20

	Jelly switches
	3
	1
	4


Table 5: Participant Demographics by Gender
	 
	High School
	Some College
	College Degree
	Post-Graduate Work
	Total

	Audio only
	2
	4
	4
	8
	18

	Large print
	4
	1
	4
	8
	17

	Large print + audio
	5
	1
	5
	9
	20

	Jelly switches
	1
	0
	0
	3
	4


Table 6: Participant Demographics by Education

In addition to issues with participants qualifying based on the screener 
(see footnote below
), we had five participants who did not attempt to follow our directions during the test.  Their data was also discarded.  The resulting number of valid attempts by interface type is shown in Table 7 below.

	
	Total Recruited 
	Disqualified by Recruitment Criteria

	Disqualified for Procedures

	Total Attempts

	Audio only
	18
	2
	1
	15

	Large Print only
	17
	8
	2
	7

	Large Print + Audio
	20
	7
	2
	11

	Jelly Switch
	4
	0
	1
	3


Table 7: Total Attempts by Interface Type
Results– Summary

Though the number of attempts was low, the overall performance summary by device types was significantly lower in this pilot testing than in all prior testing. A summary of the raw performance results is shown in Table 8.
	
	Total attempts
	Could not complete

	Completed with no errors
	Completed with one or more errors

	Audio only
	15
	6
	3
	6

	Large Print only
	7
	0
	4
	3

	Large Print + Audio
	11
	3
	1
	7

	Jelly Switch
	3
	1
	1
	1


Table 8: Performance Data by Interface Type
Effectiveness

The following calculations are based on the statistics developed for the benchmark testing completed in 2007.  Because of the low numbers of participants, the results may be unusable. As noted in the benchmark report neither efficiency nor confidence correlated with effectiveness.  Three measures of effectiveness were calculated: 

· total completion rate, 

· the base accuracy score and its derived statistic, the voter inclusion index
, based on a capability index calculation, and 

· the percent of individuals with perfect ballots translated into the perfect ballot index (see Table 9)

	
	Number of participants who completed
	Total Completion Score
	Base Accuracy Score
	Voter Inclusion Index
	Perfect Scores


	Perfect Ballot Index

	Audio only
	9 of 15
	32%-84%
	69% +/- 31%

N=9
	-.25--.10
	33%

CI= 7.5%-70%
	2.0

	Large Print only
	7 of 7
	59%-100%
	80% +/-30%

N= 7
	-.13-.01
	57%

CI
=18%-90%
	1.3

	Large Print + Audio
	8 of 11
	30%-89%
	71% +/- 33%

N= 8
	-.21--.07
	13%

CI =0-53%
	.14

	Jelly Switch
	2 of 3
	9%-99%
	96% +/- 5%

N= 2
	.60-.80
	50%

CI=1%-99%
	1.0


Table 9: Effectiveness Calculations

As can be seen by the large confidence intervals (CI) and standard deviations
, these numbers are unusable because of the small number of data points available (N). These numbers are included to give readers an idea of the results, but they should not be considered valid estimates for these machines.

Efficiency

Efficiency is measured in the VPP as time-on-task from the start of interaction with the machine or ballot until the ballot is cast.  Failure to complete the task either though falsely assuming the ballot was cast (an event unknown to the participant) or an inability to complete the task through participant decision or based on reaching a predetermined time limit (events known to the participant) is not included in the effectiveness measure.  A summary of the efficiency measure is shown in Table 10.

	
	N
	Mean Time (seconds)

with Standard Deviation

	Audio only
	9
	2625 +/- 418.4

	Large Print only
	7
	1151 +/- 386.6

	Large Print + Audio
	8
	2170 +/- 864.2

	Jelly Switch
	2
	1901 +/- 152


Table 10: Efficiency Calculations

The efficiency measures are also based on small N.  These numbers are included to give readers an idea of the results, but they should not be considered valid estimates for these machines.

Satisfaction/Confidence

The measures for Confidence and Satisfaction were calculated from the results of the Post Test Questionnaire.  The questions are repeated here (see Tables 11 and 12) to facilitate the reader’s understanding.
	
	Strongly

Disagree
	Disagree
	Neutral
	Agree
	Strongly Agree

	
	1
	2
	3
	4
	5

	I was able to cast all of the votes in today’s test exactly as instructed.
	
	
	
	
	


Table 11: Post-Test Confidence Question

	
	Strongly

Disagree
	Disagree
	Neutral
	Agree
	Strongly Agree

	
	1
	2
	3
	4
	5

	I would like to use this voting system in a real election.  
	
	
	
	
	


Table 12: Post-Test Satisfaction Question

Satisfaction and confidence measures are calculated for all participants who were not removed from selection or due to procedural issues, including those who were not able to complete the task.  The results from the pilot testing are shown in Table 13.  

	
	N
	Confidence
	Satisfaction

	Audio only
	12

	4.00
	3.25

	Large print only
	7
	3.57
	4.00

	Large print + Audio
	11
	3.75
	3.75

	Mobility
	3
	4.67
	4.67


Table 13: Post-Test Confidence and Satisfaction Calculations

The confidence and satisfaction measures are also based on small N.  These numbers are included to give readers an idea of the results, but they should not be considered valid estimates for these machines.

Observations and Analysis from Testing

Following are our observations from testing related to the procedures used when working with participants with disabilities.
Presenting Instructions

In our pilot test, we found that providing test instructions to blind users via audio was a reasonable approach.  However, some participants experienced interaction issues between the audio on the voting device and test instruction audio from the Victor Stream Reader.  First, the voting system audio was not under user control (there was a capability for users to pause the audio, but none of the participants realized it).  The voting system audio continued playing asynchronously with participant actions. Since the user did not cause the voting machine playback to start but might have taken an action on the Victor Stream Reader
, they might have confused the voting machine audio with the Victor Stream audio.   Second, the voting system that we used had two voices – recorded voices for candidates and synthesized voices for machine instructions – while the Victor Stream Reader used only a synthesized voice.  Participants, unfamiliar with the characteristics of the voices from each device, might have confused the change in voice on the voting machine as indicating that they were hearing the test instructions. Finally, both devices used a numeric keypad with specific functions assigned to specific keys (e.g., the 4 key on the Victor Stream Reader moved back one instruction).  Some participants became confused between the controls of these two devices and experienced learning interference effects (transferring knowledge of one device to the other).  Some of these participants were experienced users of the Victor Stream Reader but still erroneously transferred knowledge of the voting machine operational instructions to the Victor Stream Reader.  This form of interference (retroactive interference) observed in testing suggests the participants were experiencing a very high cognitive workload while attempting to use the voting machine, but the result was a test artifact. We were able to minimize the interference by changing the set up so that the Victor Stream audio was played through external speakers and only the voting machine instructions were played via the headset.  Though this change in the playback method for the test instructions is recommended as a change to the procedures, the interface for whatever device is used for playing the test instructions needs to be as simple as possible. For future testing, we recommend a computer-based system with a simpler interface – just play/pause, forward, and back switches to reduce the similarity to the voting system controls. 

We also found that providing pretest material in large print was a good way to confirm that a participant’s visual acuity for the low vision participants was within the specified range. In several cases this step illuminated the participant’s inability to utilize information presented in this format.  We also noted that reading large print affects task time and therefore compromises the ability to compare times between groups on this pilot test. It might be useful to consider audio presentation of test instructions for all participants to allow for comparison of the task time between audio only, large print, and audio with large print devices.  
Finally, we found that presenting written text for alternate input device users was an acceptable approach.  Participants for the test of the alternate input devices were all wheel chair-bound (though this is not always the case).  They seemed to be able to work with instructions lying on the table next to them.  However, a problem might arise if the voting station were more physically closed off. In addition, if quadriplegics are recruited as participants to test devices with sip-and-puff interfaces, issues of moving between the device and the instructions may arise.  

Following Instructions

We had a significant number of participants in the pilot test who did not attempt to vote as instructed.  The percentage of participants in this category was significantly higher than in previous testing, particularly among the participants who were fully blind. This finding may have been due to the culture of the participants.  It is common for users with disabilities to explore devices and they may have reverted to this approach when presented with a new and apparently very difficult interface.  This finding may also have been due to the confusion experienced by many participants between the sources of the audio as mentioned previously.  Regardless of the cause, we believe that some of the participants, who clearly did not follow the instructions but stated they did in the post-test questionnaire, may have confused the test instructions and the instructions given by the voting machine when we asked in the post-test questionnaire if they followed instructions. To address this finding, we recommend three changes in the instructions and how they are provided: (1) instructions should be expanded to explain the reason behind providing specific instructions for voting in the test (both in pre test material and in the post test question) and (2) participants should be shown the test instructions prior to the start of the test, and (3) the test facilitator should try to confirm the participants’ understanding of their role in testing. 
In addition, the post-test questions may need to be revised.  The first post-test question (“To the best of my ability, I followed the instructions telling me how to vote.” Response options: Yes, No.), did not appear to be problematic in prior testing.  However, some participants in this pilot may have misinterpreted the question due to confusion over the term “instructions,” which could be interpreted as referring to either the voting machine audio instructions on how to vote or the testing instructions on who to vote for. (In prior testing, it’s likely that participants did not read these instructions, but audio presentation of these instructions was automatic when the machine used an audio ballot.  More explicit language should be provided (e.g., “To the best of my ability, I attempted to vote for the candidates and for or against the amendments based on the test instructions 
given to me prior to the start of the evaluation.”).

Facility Access Issues

Users with disabilities will require assistance in accessing any test facility, both getting to the building and getting into the test facility.  For the pilot test, we provided an escort to assist these participants once they arrived at (or near) the facility, but transportation to the facility is a potential issue.  In the case of the DC area, if a personal aide did not provide transportation, the participant used either the DC Metro subway system or a van service called Metro Access, both forms of public transportation.  Use of the subway was effective but did not drop the participant off at the actual facility.   Metro Access was not completely reliable about arrival and pick-up times.  For future testing, it might be advisable to provide drivers to and from the facility.  Two drivers, with an accessible van, would likely suffice.   

Recruitment Issues

Issues relevant to recruitment arose both during the recruit for this project and in our discussions with the individuals who participated.  The various descriptions of their disorders provided to us by those who were recruited as low vision users emphasized that this group was not homogenous.  If we want to adequately test with individuals who have low vision, it will be necessary to redefine and differentiate individuals with low visual acuity from users with partial sight due to different causes.

During our recruit, we also discovered that it is difficult to find individuals with a single defined disability.  Many individuals with a disability have multiple disabilities.  Testing with participants who have multiple disabilities would be more realistic, but finding individuals with a single disability is necessary if we want to provide scientifically valid results.  This may mean that we will have to test with a limited number of participants (for low vision individuals as well as other defined disabilities) and be satisfied with qualitative rather than quantitative results.
Individuals/Groups to be Included in Testing

It may be relevant to test individuals with disabilities that we have not tested during this project (e.g., hearing impaired, cognitively impaired).  Congenital hearing loss typically manifests itself in slower processing of the printed word, and testing with such individuals might give insight into problems inherent in the voting systems.  Testing cognitively impaired individuals will necessitate careful descriptions (much like we are now describing in the low vision field).  However, such testing might be especially valuable because it will provide insight into characteristics of the slower processing of the aging population and those for whom English is a second language. 
Although we intended to test both users who required jelly switch input and users who would use a sip-and-puff input, our recruitment attempts made us realize that it was unlikely that users who use sip-and-puff input would be able to get to the test facility.  Further, there was a question as to whether or not they would ever go to a polling location.  For his reason, it may not make sense to attempt to obtain data on this form of input. 
Glare

We had assumed that we would allow for "normal glare" in all testing, and we have seen glare as an issue in all of our testing. Since we have not compared results between facilities yet, we don't know if glare has a significant impact--even for our other tests.  In any case, we should reconsider how we address glare. We should probably control for glare in all test facilities by providing a standard way to reduce glare for all testing (similar to the way a light level guideline is currently provided). It may be possible to create a portable glare shield that could be placed over top of any machine being tested. 
Performance

Though the value of N precluded drawing reliable VPP-based performance measures, observation and post-test discussion with participants suggested that all accessible designs performed significantly worse on all VPP performance measures than had all previously tested non-accessible designs.
IV. Implications for the VVSG Design Guidelines

Observation made during the pilot testing suggested that there are some major gaps in the TGDC Recommended VVSG (August 31, 2007) requirements for accessible voting machines.  These gaps include the nature and type of disabilities that are or should be accommodated in an accessible machine and well as the sufficiency and specificity of the guidelines as currently written.  For example, the version of the VVSG available at the time this report was written states that the disability types to be supported include: “partial vision,” “blindness,” “dexterity,” “mobility,” “hearing,” “speech,” “English proficiency,” and “cognition.”  These terms are not completely defined in the VVSG and the descriptions that are provided are inaccurate or incomplete specifications of the intended user populations.  For example, “partial vision” is used as a single category though it includes the two very different categories of visual acuity and visual field disabilities.  The category of “hearing” does not distinguish between congenitally deaf and non-congenitally deaf (particularly post-lingually deafened), who are likely to be significantly different in performance and accommodation needs. “Dexterity” refers only to those who “lack fine motor control or use of their hands” and does not include those with restricted reach envelopes.  Only a minimal set of guidelines is included to accommodate these loosely defined categories of disability.  And the range of each disability that is supported by these guidelines is very narrow.  For example, our calculations and experience in this pilot test suggest that only users with full visual field but low visual acuity in the range of 20/70 to 20/120 are accommodated by the large print interface as specified in the VVSG.  This is a small portion of the population covered by the general category of “low visual” and it is not clear why or how his range was selected.  Since the listing of disability type within the VVSG was intended for organizational purposes only and not to indicate the specific definition of disability community to be supported, it is recommended that references to disability type be removed from the VVSG to avoid confusion.  Additional guidelines and requirements may also be suggested by the observations provided below.
V. Observation
The issues we describe below are the results of monitoring the accessibility pilot testing as well as our extensive experience monitoring the tests for the benchmark testing.  Some issues are simply more exaggerated when observed in the disabled communities.  It is not clear exactly what process should be used to address these issues since this is out of the scope of our research.  However, we have included our observations to help understand the design factors that likely lead to the results obtained in this study.
General

As mentioned elsewhere in this report, many disabled individuals have multiple disabilities.  To meet each individual’s needs, independent selection of adaptive components should be possible to allow for customization by the voter (e.g., jelly switch and large print, jelly switch and audio, etc.). Being aware of this fact could have significant impact on both the design and testing expected to be performed by the vendors. The the VVSG does not suggest this and, in fact, implies by the manner in which it is discussed separate accommodations by type of disability. 
Several discrepancies in instructions and feedback existed between the audio ballot and the visual ballot on the machine we used for the pilot test.  These discrepancies resulted in two sets of conflicting instructions when the audio and visual interfaces were used together.  Similarly, alternate input device procedures did not match the visual interface.  The result was as though the user was interacting simultaneously with two interfaces for the same device.  For example, the visual screen was providing instructions for navigating using the touch screen while the audio was providing separate instructions for the same functions using the provided keypad but using different terms. 

Color codes used in both voting systems used in this pilot test confused the participants, and red was often used as an indicator of selection.  Certain colors imply specific types of actions (e.g., the color red implies stop or error conditions whereas the color green implies go or no error condition).  The jelly switches were red and green but their functions did not correspond to stop and go conditions.   This choice of color-coding probably contributed to the users’ difficulty in determining the purpose of the jelly switches since they were likely trying to associate the color with some action on the system.   
Text Entry

Participants found text entry to be confusing, laborious, and slow – though this is not exclusively restricted to the accessible voting system.   On one of the two systems used in this pilot test, a numeric keypad was used for all text entry for the audio system.   This meant that users who were blind or had other visual issues were expected to use the numeric keypad to enter text.  The instructions
 stated that the system used a “standard keypad layout” for text entry. Most of the participants in the pilot study were not aware of this “standard keypad layout,” particularly since it requires memorization or constant featuring to determine which keys are associated with which letters. In addition, the keypad did not use a standard text entry paradigm that would be common for cell phones or other objects that commonly use this type of keypad for text entry. Specifically, systems that use numeric keypads for text entry usually accept the letter when a new key is pressed or after a brief timeout. The keypad entry system used in the pilot test required users to press a separate key to indicate when they were ready to make a selection. As a result of these two design elements, the keypad-to-text implementation is unlikely to be a familiar approach for any user – sighted or visually impaired.
Participants were especially frustrated with the lack of editing capability for text entry. If an error was made at any point in the text entry process, the only editing capability was to backspace out to the incorrect character and then reenter all deleted characters. Even on the system that did not use the numeric keypad-to-text approach, the entry process was so difficult that at least one of the participants on that machine elected not to correct an error even though they were aware that it existed.
For the audio-based system, the playback of characters during text entry was also observed to be a significant problem for participants. There was an excessive amount of audio feedback during text entry that interfered with the activity rather than supporting it.  The length of the pauses between the playback of text appeared to be excessive and this seemed to be frustrating to participants.

Ballot Navigation

On one of the two machines, movement forward and backward between contests on the ballot was not consistent.  When the user moved forward to the next contest, they were presented with the name of the contest.  If they moved backward one step from that location, they were placed at the beginning of the previous contest (i.e., at the first selection in the contest).  Since this system also referred to both movements as next or previous candidates, many participants became confused.  And since they often did not realize they were moving to the next contest, this was a particularly perplexing issue.   

In addition, there was limited ability to move between contests on the ballot.  Both during the voting process itself and during any correction that might occur during the review cycle, the ability to move to the next contest or back to the summary screen after an entry would appear to be a mandatory function. This was not the case.  Participants were forced to move between every candidate in a contest before they could reach the next contest. 
Audio Interface

Many participants were frustrated by their lack of control over the audio presentation.   Particularly, participants in this study had difficulty with:

·  An inability to pause the presentation of audio instructions 
· An inability to terminate an audio instruction that is being played 
For the audio interface on the machine used in this pilot study, each option on the ballot was referred to as a candidate even if the contest was a retention race, a ballot referendum, or a retention race (e.g., “Press X to select the next candidate” was stated when voting on a referendum).  
In addition to the confusion when making non-candidate choices, once the user made a selection the cursor moved to the next position and restated the same instruction. 
Movement was also a problem when moving between contests.  The system used the same prompt when moving between candidates within a contest and at the end of a contest (e.g., “Press X to move to the next candidate” was stated even when moving between contests).  This inaccuracy caused many problems for some of the participants 

Large Print Interface

The large print interface presented a number of issues for participants who used this system; they are similar to issues that are known to occur on computer monitors.  The following recommendations are made on the basis of usability work for computer monitors.  Some of these issues are good general practice for all visual displays but are particular issues for people with visual disabilities.  For example, titles of contests were often displayed in all upper case format. This reduces the readability of the text and caused problems for many of the participants.    
In addition, though a minimum contrast ratio has been specified in the TGDC Recommended VVSG (August 31, 2007), it is not specifically stated that this contrast ratio must be maintained for selected text.  It was observed during testing that the highlight bar, which highlights the entire line of text, reduced the contrast ratio to a point where it was unreadable by many of the participants.  
 It was also observed that the highlighting used for navigation of the audio cursor (in the audio and large print interface) and the highlighting used to indicate a selected item interfered with each other resulting in difficulties for many of the participants.
Mixed Large Print and Audio Interface

Participants who used the mixed audio and visual interface experienced some significant difficulties with differences in the two designs.  The text on the screen would often instruct the participant to take a specific action on the visual display, while the audio text told them to take a different action for the same function.  As a result, while unique to this specific configuration, we observed many of the participants moving between the keypad and the visual display and having difficulty determining which action was appropriate given the task that they were trying to perform or determining if these were redundant features. 
Jelly Switch Interface

The system used in our pilot test had two switches in two colors (red and green).  Neither of the switches was labeled, and no instructions were available for using them.  Participants used a trial and error method to determine which of the switches advanced the cursor on the system and which of them enabled selection.  Further, a two-switch set-up requires multimode functioning for the switches (and advancing through the whole ballot to back up) while three switches would provide better usability.   It is presumed that a two-switch design was encouraged if not specified because of a requirement for compatibility with two state switch devices such as a sip-and-puff device.  We are aware of at least one vendor who is using a three-switch configuration and it has already been stated that users who would require a sip-and-puff device are unlikely to be users of these systems. 
The instructions for this alternate input device were not provided.  It is unclear how these instructions would be presented.
VI. Conclusions

Although the results from this pilot test are not statistically valid, there is strong evidence to suggest that “accessible” voting machines perform significantly worse on the VPP than the voting machine in a standard configuration, particularly for those who are blind or for voters with low vision.   The accessible voting machine intended to accommodate users with upper extremity disabilities does not appear to be significantly worse in performance but significantly more cumbersome.   These conclusions are supported by the performance measures collected, voting session observations, participant comments, and the results of the posttest interviews on satisfaction and confidence. It is unclear if the entire test should be incorporated as part of the acceptance test standards,  but it is clear that these machines operate as totally different interfaces so  extrapolations from the performance of these machines in their standard configuration is not possible.
Though we did experience some difficulty during the recruiting process, it appears to be a reasonable conclusion that a performance-based test with users with disabilities is feasible. Better definitions of the intended voter population and some minor modifications to the test procedures used during the pilot are warranted. There are also some logistical issues that could be improved upon.

Finally, observations during this test and post test discussions with participants suggest that the accessible voting machines we used for the pilot test do not adhere to industry standards and best practices and do not appear to have the correct functionality to be considered equivalent to the standard configuration of the same machine.  None of these machines had been certified to VVSG, 
and many of the design issues noted may be addressed if this had been the case. 

� User-Centered Design, Inc. would like to acknowledge the contribution of The Paciello Group for providing review and comments on the procedures used in this pilot and for recruiting the participants.


� In the VPP procedures, this step is not performed for the participant. They are expected to execute this procedure as part of the test. However, prior experience suggested the necessity of this modification for testing with blind users.  This was confirmed during the pilot test.


� Some participants became stuck so early in the voting process that the researchers provided some help and allowed them to continue or discussed some issues with them.  However, their actual participation in the study from a VPP perspective was terminated once they became stuck.


� Though the machines tested have been used in prior elections, it should be noted that these machines have not been certified to the latest version of the VVSG Recommendations (Dec 2007).


� Our range is consistent with the definition independently described by the TIETAC but is more restrictive because of our intention to limit the variability within the selected participant pool. 





� For those we were able to recruit, two of the participants who were blind were disqualified for having an insufficient proficiency in English to be able to read and understand the written test instructions (and, therefore, the machine instructions).  Data from one of the participants who was blind was also eliminated from the analysis since he had multiple disabilities including vision, mobility, upper extremity, and either auditory or cognitive issues. The data from two of the participants who were blind were discarded since they had been in a prior study using the same test procedures.  Data from 12 of the participants in the low vision category was discarded because they fell outside of the visual acuity range specified in the screener.


� Participant did not attempt to follow the test procedures (i.e., did not read or follow instruction on whom to vote for).


� Participant either failed to cast the ballot but assumed they did, became stuck and could not continue, or failed to complete the task within 45 minutes. 


� The Voter Inclusion Index is calculated as the Mean Score minus a previously defined lower Standard Limit divided by three times the standard deviation.  For more information on the bases of the calculation, see Usability Performance Benchmarks
For the Voluntary Voting System Guidelines 
(http://vote.nist.gov/meeting-08172007/Usability-Benchmarks-081707.pdf)


� Satisfaction and confidence data for three participants were not available.





�Can we use a different work – method or protocol?  I would like to avoid ‘standard’  I think it will confuse people


�


�What standard?


�What standard?


�Reference?


�As opposed to ‘irregular’ testing?  Why include this parenthetical?


�VVSG Recommendation? Or VVSG 2005?


�???


�Page 18 uses the term ‘headset’ – need to be consistent


�Suggest calling out the 4 groups using formatting or titles to identify them  - so they don’t get lost.    Suggest  listing the 4 first and then describe them. 


�Way too much – this tutorial is good information but doesn’t belong here – suggest putting it in an Appendix. 


�Not relevant  to  this section – description o fparticipants


�Move to the beginning of the section or delete it – it doesn’t belong here.


�Is ‘screener’ a person or a thing?  


�Which footnote?


�Is this Confidence Interval? 


�Which are the standard deviations? 


�Not sure I know what this is talking about


�Perhaps call these scripts rather than instructions


�Voting system?


�VVSG 2005 or VVSG Recommendations
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