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Introduction

There is consensus that the 2002 Voting Systems Standards need significant revision.  MEL's experience in the area of testability and related methodology ‎[2] suggests a role for MEL in the revision process.
Following sections discuss the different issues that would be addressed by improved testability and related methodology.

Subjective evaluation
Many requirements in the VSS lack a quantitative specification.  As a result, it is nearly impossible to construct conformance tests that are objective and defensible.

For example:  Volume 1, Section 2.2.1, "Security," says:
To ensure security, all systems shall… provide security access controls that limit or detect access to critical system components; […]

Volume 1, Section 6.2.2, "Access Control Measures," says:
Vendors shall provide a detailed description of all system access control measures designed to permit authorized access to the system and prevent unauthorized access. Examples of such measures include: […]
The VSS specify that access controls shall be provided, but they say nothing about how strong the access controls must be.  A two-digit PIN would conform, yet is clearly inadequate.

A specification in terms of the average time required for an adversary to break in would make the discussion of access controls more quantitative while remaining completely generic.  However, verifying conformance to such a requirement in the general case could be highly non-trivial.  A better compromise would be to maintain a list of acceptable access control mechanisms along with specific strength requirements for each.  For example:  systems using alphanumeric passwords shall support a minimum of 1015 distinct passwords; systems using biometric access controls shall meet the accuracy specification with regard to correctly identifying individuals; etc.
Another example:  Volume 1, Section 2.2.5.2.1, "Time, Sequence, and Preservation of Audit Records," says:

All systems shall include a real-time clock as part of the system’s hardware. The system shall maintain an absolute record of the time and date or a record relative to some event whose time and data [sic] are known and recorded.

All audit record entries shall include the time-and-date stamp.

However, it fails to specify the acceptable clock resolution, drift, and synchronization, without which any timestamps are untrustworthy.

Common to both of these examples is the unanswered question "What qualifies as an acceptable X," where X is "access control mechanism" or "real-time clock."  A precise specification of an apparently intuitive concept may seem arbitrary and needlessly prescriptive.  Unfortunately, to omit such a specification only dumps the problem on the ITA, whose precedent-setting decisions ultimately define a standard that is either just as arbitrary or else weakened to the point of uselessness.
Intuitionist interpretations are vulnerable to Sorites arguments ‎[3].  In the absence of a precise specification, if System A is qualified with a clock accurate to ±x s, then it is difficult to justify disqualifying System B, whose clock is accurate to ±(x+e) s for some small e.  After enough repetitions of this, arbitrarily bad clocks can get qualified.  Similarly, if System Z is disqualified for having a clock that is only accurate to ±y s, then it is difficult to justify qualifying System Y, whose clock is only accurate to ±(y-e) s.  But once an ITA has qualified one system and disqualified another over clock accuracy, it is committed to the existence of arbitrary cutoff lying between the two, the location of which is inexorably narrowed down by subsequent qualifications and disqualifications.  Thus, the only alternative to arbitrariness is to accept everything, or nothing.
Coverage gaps
A coverage gap is a requirement that should have been specified and tested, but wasn't.  They can occur by omission, or they can be incurred by underlying organizational problems.
Omission
Reliability, like security, is a systemic quality.  It is affected by hardware and software concerns, and by the interactions between them.  Achieving system-level reliability requires an in-depth approach that touches each aspect of the system.
Reliability is characterized in the Hardware section using Mean Time Between Failure (MTBF), but there is no reliability language in the Software section.  We speculate that this may be due to premature optimization of the testing approach on the presumption that an absence of software failures during the other tests, in addition to the vendor's documented quality assurance procedures, would provide adequate evidence of software reliability.

Functional testing is only one part of an approach to software reliability testing, which could also include stress testing, white box testing, beta testing, even random testing.  Software failures are not triggered by the same mechanisms as hardware failures, so hardware-centric MTBF testing should not inspire confidence in the software.
Without diminishing the importance of software quality assurance procedures, a discussion of software reliability and the testing thereof should be added.  Moreover, it should be clarified that uncorrected software faults are grounds for disqualification regardless of what the test that revealed a fault was intended to test.
Organizational problems – in the VSS
Best practices for information technology standards involve identifying requirements as compliance points and grouping compliance points into profiles.  Conformance tests are catalogued according to which compliance points they exercise.  A vendor who is submitting a system for testing must make a claim of conformance that identifies exactly which profiles the system is asserted to support.  The set of conformance tests appropriate to that claim is then determined automatically.  Upon passing those tests, the system may be qualified for only the claimed profiles.

The less optimal approach used in the VSS of categorizing requirements under hardware, software, etc., has resulted in some requirements being construed more narrowly than they should have been, creating unnecessary gaps in coverage.  For example, the VSS are weak with respect to absentee and provisional ballots, and they provide little guidance on Internet voting and other forms of remote-access voting.  The VSS should clarify the applicability of guidelines across different voting paths by defining corresponding profiles.  A more detailed, generic model of voting systems should be used as a reference to help define profiles and organize compliance points.
Identified compliance points would also facilitate traceability from state standards to the VSS.  States could effectively define their own profiles over the VSS, adding compliance points they deemed necessary and waiving those they considered superfluous, without excessive repetition and revision of VSS text.
Organizational problems – in the qualification process
The historical division of responsibility between hardware testing labs and software testing labs has created abundant opportunities for requirements to go untested and problems to go unreported.  Neither specialty, in particular, is responsible for overall system qualification.  If a hardware problem is discovered during software testing, or vice-versa, it is not clear what impact this has.
It is not essential that the entirety of the testing process be conducted by a single lab.  What is essential is that there be someone who is responsible for overall system qualification.

Lack of interpretations process
It is a virtual certainty that any given specification contains requirements that can be subject to multiple, equally defensible interpretations.  These are usually discovered during conformance testing, when the interpretation of the tester is found to conflict with the interpretation of the vendor.  The availability of a process to resolve conflicting interpretations of the specification in a timely and authoritative manner is a vital part of conformance testing methodology.  Currently, the practice in voting system qualification seems to be that there is no timely way in which to appeal the interpretation of an ITA.

Recently it was discovered that a controversial section of the Voting Systems Standards having to do with adjustable color and contrast was mangled in the process of copying it from Section 508 ‎[4] and no longer reflected anybody's intent.  The testing lab has been interpreting the mangled text in such a manner as to force voting system vendors who had implemented simple, maximum-contrast black and white displays to implement less optimal color schemes just to demonstrate that the color and contrast could be adjusted.  An interpretations process might have avoided a great deal of counter-productive effort in this case.
Other targets

The following areas of the VSS also need improvement; however, they are outside the current scope of work in MEL.
Security (ITL)
It is incumbent upon the EAC to ensure that qualification and conformance to the guidelines confers some level of confidence with respect to security.  Criteria for evaluating the security of voting systems should be made more specific.

In response to recent criticism, it should be made abundantly clear that no voting system should be qualified without a security review of its source code, and that any system found to contain hard-coded encryption keys or similar blunders should be disqualified.

The Common Criteria should be cited, and an Evaluation Assurance Level of 4 or higher should be required.  EAL4 is the lowest level that requires an independent vulnerability analysis.

Accessibility and usability (ITL)
A report on this focus area is currently being drafted by ITL.

Transparency, verifiability, and auditability (unassigned)
This unassigned area is the subject of an acrimonious public feud between concerned citizens, election officials, and some voting system vendors.  Valid issues have been raised that have not received any appropriate, constructive response.  To avoid being "part of the problem," NIST should at least acknowledge the valid issues and make appropriate, constructive recommendations.
If a voting system were to fail during an election, a qualification process that was neither transparent nor objective would be indefensible.  Unfortunately, the status quo is a process that is highly opaque and highly subjective.
Transparency can be addressed by clarifying which information should be public.  Currently, the only information available to the public is the list of qualified systems.  The guidelines should define a Public Information Package (analogous to Technical Data Package) that would be made available to concerned citizens as proof that the qualification process was responsibly executed.  It should include, at a minimum, the qualification report produced by the ITA, and indicate the Evaluation Assurance Level at which a system was qualified.

The guidelines should define auditability requirements more clearly, and criteria for voter-verifiability and results-verifiability should be defined and harmonized with HAVA requirements.

Objectivity can be addressed by making compliance points more quantitative as previously discussed.

Anachronisms (unassigned)
The software design and coding standards are archaic and should be brought up to date.  Software modeling and architecture should be emphasized.  Prescriptive coding rules should be reviewed in light of experiences reported by vendors and ITAs.

Conclusion

We have suggested focus areas for NIST work on improving the 2002 Voting Systems Standards.  Some areas are clearly served by the existing competencies in MEL and ITL; others represent new territory that NIST should explore.
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� Voter-verifiability is a property or mechanism that convinces the voter that his or her vote has been cast as intended.  Results-verifiability is a property or mechanism to establish that votes were counted as cast.





