VVSG’07 Outline – 2006-03-31 dwf
VVSG Top-Level Architecture

The VVSG shall be broken into 5 volumes.  The names of volumes II through V are in harmony with ISO terminology defined in ISO Guide 2:2004.
I. Overview.  The overview is written for consumption by the TGDC, the EAC, the Standards and Advisory Boards, election officials, and the public.  It contains introductory text that explains the other four volumes—in particular, the ways in which they differ from VVSG’05—using plain English.  When we have technical discussion that cannot be written in plain English, it goes into informative parts of the other four volumes instead.
Design goal:  Having read the Overview, the TGDC should be comfortable voting on the other four volumes.
II. Terminology Standard.  This is the Glossary.  It defines terms that are used in the Product Standard, Standards on Data to be Provided, and Testing Standard.
Terminology for standardization purposes must be sufficiently precise and formal to avoid ambiguity in the interpretation and testing of the standard.  Terms must be defined to mean exactly what is intended in the requirements of the standard, no more and no less.  Consequently, this terminology may differ from plain English and be unsuitable for applications that are beyond the scope of the Guidelines.  Readers are especially cautioned to avoid comparisons between this terminology and the terminology used in election law.
III. Product Standard.  This is a rigorous standard, written using practices that are generally accepted by standards organizations such as ISO, IEEE, etc., containing requirements on voting equipment.  The terminology used herein is defined in the Terminology Standard.  Requirements shall make reference to sections of the Testing Standard as applicable.
There has been much debate regarding the disposition of procedural requirements on which the Product Standard may depend.  NIST will not be producing a Process Standard or Service Standard for election administration, but the Product Standard is not complete without these references.  At this time the plan is to include an informative subsection containing procedural requirements within each major section of the Product Standard.
IV. Standards on Data To Be Provided.  These mainly are documentation requirements.  Requirements on what must appear in the Technical Data Package, Voting Equipment User Documentation, Test Plan, Test Report, or Public Information Package go here, as do requirements on what must be provided to the NSRL.
V. Testing Standard.  Test methods, test protocols, etc. all go here.  Individual test cases shall be traceable to requirements appearing in the Product Standard.
Test methods work at NIST is not scheduled to ramp up until after the delivery of VVSG’07; consequently, it is not anticipated that the Testing Standard will be included as part of VVSG’07.
Structure and style

See the VVSG'07 Structure and Style Rules.
DWF working assumptions:
· Volumes get Roman numerals, all lower level divisions get Arabic numerals.

· Second level divisions are referred to as “Volume X, Chapter Y.”

· Third level divisions are referred to as “Volume X, Section Y.Z.”
· Fourth and subsequent levels are analogous to the third level.
· A full reference to req. A.B-C in Volume X is written as “Requirement X.A.B-C” (e.g., Requirement III.4.6-2).
Notes on test references
1. Test references are academic in the near term because the Testing Standard is not planned to be included in VVSG’07.

2. 
a. 
b. 
c. 
d. 

3. 
4. 

5. 
6. “Test methods,” “Test cases,” etc. are divided among three sections of the Testing Standard:  Introduction to test methods, Documentation and Design Reviews, and Test Protocols.  Introduction to test methods contains lighter-weight descriptions of how you would go about testing without actually specifying any tests or test cases.  Documentation and Design Reviews contains actual specifications of reviews that the testing authority (or someone) must perform.  Test protocols contains actual specifications of test scenarios that the testing authority must execute.

7. Each testable requirement in the Product Standard shall (eventually) reference at least one target in Introduction to test methods, Documentation and design reviews, and/or Test protocols.  If we don’t actually have a spec for a relevant test case or review, we cite the lighter-weight description in the introduction that describes how we would approach testing it if we had done so (this asserts that it is testable).  If we do have an actual test case or review, then we cite that instead.
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conventions
· Items shown with bullets instead of numbers just show what goes in the containing section.  There is no implied ordering of these items within the section, nor any specified substructure for the section.

· Text followed by alphanumerics in square brackets: the alphanumerics refer to security control families from NIST Special Publication 800-53 that may be applicable to the respective text.

· Text followed by numbers in square brackets: the numbers refer to requirements in Analysis of the 2002 VSS Final Draft.doc that are relevant to the respective text.

· Writing responsibility assignments are indicated in RED.

I.  OVERVIEW

(Wack + NIST Public and Business Affairs office overall; Guttman, Laskowski, Flater, etc. as needed)
Above all, keep it simple!
· Executive summary

· Stock photos of voting equipment and happy people
1. 
2. 
3. 
4. 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· List of sources reviewed?
II.  TERMINOLOGY STANDARD

Glossary goes here. (Flater?)
III.  PRODUCT STANDARD

The subsections of procedural requirements are not shown explicitly in this outline.  They should be added where needed.

1. Introduction
1.1. Background

1.2. Scope & Applicability

1.3. Audience

1.4. Description and rationale of significant changes vs. VVSG’05

The subsections will continue to multiply as we revise the draft.
· Document structure (Flater) – explain rationale for general vs. by activity

· Precision and testability (Flater, others?)
· IV systems overview

· Threat analysis overview
· Auditing assumptions
· Coding conventions (Flater)
· Deletions (EVERYBODY) – if you deleted something significant from the old standard and didn’t replace it with something better, mention it here along with the rationale for deletion.  This is so that we won’t forget what we did (or why we did it) when somebody asks “What happened to Section X?”

1.5. Options not standardized—things that we could have specified, but didn’t, and why not

· 
· 
· 
2. Conformance Clause (Rosenthal/Flater)
3. General Requirements

3.1. General Design Requirements (Flater, others as applicable) – e.g., ballot boxes shall have locks.
3.2. Security And System Integrity (Hastings overall) This section to be reorganized
3.2.1. Information Integrity 

3.2.1.1. Information processing protection requirements [SI-10??]

3.2.1.2. Information redundancy requirements

3.2.1.3. Information modification protection requirements [SI-7]

3.2.1.4. Information flow enforcement [AC-4]

3.2.2. Media Protection – this is not about securing content of media but physically securing the media in 800-53

3.2.2.1. Information transit protection requirements [MP-5]

3.2.2.2. Information storage protection requirements [MP-4]

3.2.2.3. Media labeling requirements [MP-3]

3.2.2.4. Media access control requirements [MP-2] – maybe covered under access control

3.2.2.5. Media sanitation and destruction requirements [MP-6 and MP-7]

3.2.3. Physical Security (This could be folded into access control making that section about logical and physical access control)
3.2.4. Contingency And Disaster Recovery (Incident Response)

3.2.5. System Startup, Shut Down, And Deactivation

3.2.6. Cryptography

3.2.6.1. When appropriate to use

3.2.6.2. Use FIPS 140-1 validated modules, algorithms requirements [SC-13]

3.2.6.3. Random number algorithm requirements

3.2.6.4. Seed size requirements

3.2.6.5. Message digests and digital signatures

3.2.6.6. Key management requirements [SC-12] - should cover key sizes, generation, storage, and destruction of keys, and distribution of keys 

3.2.6.7. Other crypto-related requirements for election officials
3.2.7. Access Control (for voters, officials, etc)
3.2.7.1. Identification requirements [AI-2, AI-3, and AI-4] for people and devices

3.2.7.2. Authentication (e.g., password, smartcard, etc.) requirements [AI-5 and AI-6] – including issuance and management requirements 

3.2.7.3. Process Authentication Requirements 

1. Least privileged execution  [AC-6]

2. Execution not requiring identification and authentication [AC-14]

3.2.7.4. Access Enforcement Requirements [AC-3]

1. Role-based Access Control 

2. Identity based access control

3. Rules based access control

3.2.7.5. Security Policy Requirements

3.2.8. System Integrity Management

3.2.8.1. Redundancy, backup, failsafe requirements

3.2.8.2. System hardening requirements

1. Least Functionality [CM-7]

2. Intrusion Detection Techniques [SI-4]

3. DoS Protection [SC-5]

4. Information Remnants [SC-4]

5. Resource Consumption Protection [SC-6]

6. Isolation of functionality [SC-2 and SC-3]

3.2.8.3. Viruses, programmed threat requirements [SI-3]

3.2.8.4. Executable code and data integrity (Flater) (i.e., no self-modifying, remotely or dynamically loaded, interpreted, …)
3.2.8.5. Error checking (Flater) (functional reqs; see also coding conventions) [SI-10??]
3.2.8.6. Exception handling and recovery (Flater) (functional reqs; see also coding conventions) [SI-11??] [20] [615]
3.2.9. System Auditing and Event Logging (see also Auditing and Verification below)

3.2.9.1. Clock requirements [AU-8] – Time stamping?  Synchronization?
3.2.9.2. Design and implement audit mechanisms to detect unauthorized use and to support incident investigations [AU-6 and AU-7]

3.2.9.3. Viruses, programmed threat software detection [SI-3]

3.2.9.4. Entry content requirement [AU-3] – time, date, action, who executed action

3.2.9.5. Events to be logged [AU-2] [2002 VSS 4.4] (Hastings/Flater) including Error and exception reporting (functional reqs; see also coding conventions) [SI-10??][SI-11??] [675-680] [734] [735]  (What about the requirements to present error messages on the screen, intervention required, etc.?)
3.2.9.6. Protection of audit information [AU-9] – write once media, hash, digital signature, etc. 

3.2.10. Hardware Security 

3.2.10.1. Self test requirements

3.2.10.2. Memory protection requirements

3.2.10.3. Hardware validation

3.2.11. System development and maintenance

3.2.11.1. Separation of duties [AC-5] – Is dual or multi-person control covered here?

3.2.11.2. Software distribution requirements

3.2.11.3. Software Reference Library stuff

3.2.11.4. Patching and bug-fix requirements  [SI-2]

3.2.11.5. Software update requirements

3.2.11.6. Hardware issues, redundancy, replaceable components

3.2.12. Communications – Needs to cover transmission integrity, authentication, and confidentiality [SC-8 and SC-9] (Cypher)
3.2.12.1. Local area networks

1. Wired

2. Wireless

a. Radio frequency

b. Infrared

c. Microwave

d. Other

3.2.12.2. Wide area networks

1. Wired

a. Telecommunications

2. Wireless

a. Radio frequency

b. Infrared

c. Microwave

d. Other

3.3. Accessibility, usability, and privacy [205-206], [392-396], [430-434] (Laskowski overall)
In a change to the approach specified in previous versions of this outline, it has been decided that all accessibility, usability, and privacy requirements shall go in this section, even those that pertain to only a single voting activity.
· Polling place setup (including accessibility, usability, privacy, and common sense requirements) (Laskowski)
· Privacy enclosures

· General Access requirements: doors, ramps, signs

· Lighting etc.
· Accessibility/usability requirements on ballot design and presentation (Laskowski)
· Specific accessibility product requirements [JC: bulk of sec 2.2.7.1]

· LEP Product requirements [JC: bulk of sec 2.2.7.2]

· Usability product requirements [JC: retain some of sec. 2.2.7.3 – but many of the design requirements to be replaced by performance standards]

· Voting session privacy – from sec. 2.2.7.4
· Usability for election officials (Laskowski)
3.4. H/W and S/W performance, general requirements (Goldfine overall)
3.4.1. Response Time (Cugini)
3.4.2. Printer and Other Miscellaneous Hardware Performance [518-521]

3.4.3. Reliability (MTBF) [549-552], [570], [710], [714]

3.4.4. Accuracy/Error Rates [311], [320-321], [706]

3.4.5. Electrical/RF

3.4.5.1. Electrical Supply [332-336]

3.4.5.2. Electrical Power Disturbance [338-343]

3.4.5.3. Electrical Fast Transient [344-348]

3.4.5.4. Lightning Surge [350-355]

3.4.5.5. Electrostatic Disruption [357]

3.4.5.6. Electromagnetic Radiation [359]

3.4.5.7. Electromagnetic Susceptibility [361]

3.4.5.8. Conducted RF Immunity [363-365]

3.4.5.9. Magnetic Fields Immunity [367]

3.5. Workmanship (Goldfine overall)
3.5.1. Engineering practices / Coding
3.5.1.1. 
3.5.1.2. Scope

3.5.1.3. Selection of programming languages
3.5.1.4. Selection of general coding conventions
3.5.1.5. Software modularity and programming
3.5.1.6. Control constructs
3.5.1.7. Comments
3.5.1.8. Quality assurance (e.g., ISO/9000,  Baldridge, etc.) (Goldfine)
3.5.1.9. Configuration management (e.g., ISO/9000,  Baldridge, etc.) (Goldfine)
3.5.2. General build quality [545], [581-583], [704]

3.5.3. Durability [547], [708]

3.5.4. Safety [585-588]

3.5.5. Security and Audit Architectural Requirements (was design philosophy requirements for security) (Wack)
3.5.6. Maintainability

3.5.6.1. [542-543], [555-559], [561-568], [712]

3.5.6.2. Product marking [576-579]

3.5.7. Size, Space and Weight Issues

3.5.8. Temperature, Humidity and other Robustness (harmonize COTS exclusions)
3.5.9. Equipment Transportation and Storage

3.6. Archival requirements
3.6.1. 
3.6.2. Archivalness of media [389], [502], [513], [516] (Flater)
3.6.3. Period of retention (informative) (Flater)
3.7. Interoperability (use of open standards, etc.) (Hastings, Flater)
4. Requirements by Voting Activity (Flater overall; Hastings, Wack, etc. as applicable)
4.1. Election programming [63-68] – EMS functions (Flater)
4.2. Ballot preparation, formatting, and production – EMS functions (Flater)
4.3. Equipment preparation (Hastings)
4.3.1. Software distribution
4.3.2. Software installation (Hastings/Flater)
4.3.3. 
4.3.4. 
4.3.5. 
4.3.6. 
4.4. Equipment setup for security and integrity  (Hastings)
4.4.1. Setup for Cryptographic IDV Systems

4.4.2. Wireless on/off type issues

4.4.3. In situ logic and accuracy testing [162-194] (Flater)
4.4.4. Setup validation for software
4.5. Opening polls (Flater) [196-217]
4.6. Casting (Flater)
I would welcome “plain English” suggestions for renaming these subsections, provided that they are consistent with the actual content of the sections. – DWF

4.6.1. Ballot activation

4.6.2. General voting functionality

4.6.3. Voting variations

4.6.4. Recording votes

4.6.5. Redundant records

4.6.6. Respecting limits


· 
· 
· 
· 
· 
· 
· 
4.7. Closing polls [272-278]
4.8. Counting
4.8.1. Voting variations
4.8.2. Ballot separation and rejection

4.8.3. Paper jams

4.8.4. Accuracy

4.8.5. Consolidation

· 
· 
· 
· 
· 
· 
· 
4.9. Reporting
4.9.1. General reporting functionality
4.9.2. Audit, status, and readiness reports

4.9.3. Vote data reports

4.9.3.1. General functionality

4.9.3.2. Ballot counts

4.9.3.3. Vote totals
4.10. Transmitting results (Hastings, Flater)
4.11. Auditing and independent verification (Wack) See also Auditing and Verification in General Requirements; overlaps to be resolved by Wack.
4.11.1. Events to be reported / logged [AU-2] [2002 VSS 4.4] – see also General Requirements, Security, System Auditing and Event Logging – Wack to resolve overlaps somehow
4.11.2. 
4.11.3. IV
4.11.3.1. Split Process

4.11.3.2. VVPAT – Modified Op Scan 

4.11.3.3. Witness

4.11.3.4. End-to-end (cryptographic) (Kelsey)
5. Reference Models 

5.1. Process Model (informative) (Flater)
5.1.1. Introduction

5.1.2. Diagrams
5.1.3. Translation of diagrams
5.2. Vote-capture device state model (informative) (Flater)
5.3. Logic Model (normative – used in logic verification) (Flater) [CRT Testing Pieces 20050603, Logic verification, second paragraph through N of M contests]
5.4. Role Model (as in RBAC – role “Central Election Official” can do the following; role “Voter” can do this) (Normative – used in compliance points) (Hastings)
6. 

IV. STANDARDS ON DATA TO BE PROVIDED (Flater overall) 
1. Introduction
1.1. Background

1.2. Scope & Applicability

1.3. Audience

1.4. Description and rationale of significant changes vs. VVSG’05

The subsections will continue to multiply as we revise the draft.
· Separation of TDP from user documentation

· Public Information Package (PIP) (Flater)
· Revisions to test lab reports
2. Technical Data Package (vendor) (Flater overall)
2.1. Scope
2.2. Implementation statement

2.3. System hardware specification

2.4. Software design and specification

2.5. System test and verification specification

2.6. Configuration management plan (Goldfine)
2.7. Quality assurance program (Goldfine)
2.8. System change notes

2.9. Configuration for testing
3. Voting Equipment User Documentation (vendor)
3.1. System overview

3.2. System functionality description

3.3. System security specification (Hastings)
3.4. System operations manual
3.5. System maintenance manual

3.6. Personnel deployment and training requirements

4. National Certification Test Plan (test lab) (Horlick?)
VVSG’05 II.A.  Revise drastically or delete.  Who reads this?

5. National Certification Test Report (old term was “Qualification Test Report;” see 2002 VSS) (test lab) – Lynne has questions – necessary here? (Horlick?)
VVSG’05 II.B.  Revise drastically.

· Qualification test results
a. Usability Test reports in Common Industry Format (CIF) (Laskowski/Cugini)
b. …

· Findings

· …
6. Public Information Package (test lab) (Flater, Hastings, Laskowski)
· Test report for EAC certification minus any sensitive information

7. Stuff to be provided to Software Reference Library (test lab) (Guttman)
V. TESTING STANDARD (Flater overall)
1. Overview of testing

1.1. Background

1.2. Scope & Applicability

1.3. Audience

1.4. Description and rationale of significant changes vs. VVSG’05

The subsections will continue to multiply as we revise the draft.
· Reorganization of testing standard

· New inspections
· Logic verification (Flater)
· Usability / accessibility review (Laskowski)
· Security (Hastings)
· New test protocols
· Counting & reporting (Flater)
· Performance-based usability standards and testing (Cugini) (JC Rationale)
· Security (Hastings)
2. Introduction to test methods

2.1. Inspection
2.2. Functional testing

2.3. Performance testing (benchmarking)

2.4. Security penetration testing

2.5. Interoperability testing

3. Documentation and design reviews (inspections)
3.1. Initial review of documentation

3.2. Physical configuration audit

3.3. Functional configuration audit

3.4. Examination of vendor practices for configuration management and quality assurance (Goldfine)
3.5. Logic verification (Flater)
3.6. Source code review (Flater, Hastings?)
3.7. Verification of design requirements in product standard
3.8. Security review (Hastings)
3.9. Usability / accessibility review (Laskowski)
· Make sure nothing accidentally dropped from 2002
4. Test protocols
This section is subdivided according to testing specialties, so all of the tests that a given expert would execute will be grouped together.

4.1. Hardware (Goldfine) (environmental, shake and bake, emissions)
4.2. Usability (performance-based testing) (Laskowski)
· General test template?
· General pass criteria?
· Test cases?
4.3. Counting & reporting
4.3.1. General test template
4.3.2. General pass criteria
4.3.2.1. Mean Time Between Failure

4.3.2.2. Error rate

4.3.2.3. Additional pass criteria

4.3.2.4. General performance requirements (covers response time)

4.3.3. Null case tests
4.3.4. Simple case tests
4.3.5. Typical case tests
4.3.6. Capacity tests (covers testing of maximum ballot counting rate)
4.3.7. Error case tests
4.4. Security (“checklist” tests, similar to error case tests) (Ketcham)
· E.g., try to log in as “guest” and verify that it doesn’t work

4.5. Open-ended functional testing

4.5.1. Structural coverage

4.5.2. Functional coverage

4.6. Open-ended security testing

ADDITIONAL MATERIAL – WHITE PAPERS, APPENDICES, ETC.?
I. Unabridged version of “Threats to Voting Systems” - make an appendix, refer to it in security sections and introduction (Kelsey) (Includes the threat tree?  Or put that in Reference Models?)
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