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VVSG’07 Outline – 2006-06-27 dwf/jpw
VVSG Top-Level Architecture

The VVSG shall be broken into 5 volumes.  The names of volumes II through V are in harmony with ISO terminology defined in ISO Guide 2:2004.

I. Overview.  The overview is written for consumption by the TGDC, the EAC, the Standards and Advisory Boards, election officials, and the public.  It contains introductory text that explains the other four volumes—in particular, the ways in which they differ from VVSG’05—using plain English.  When we have technical discussion that cannot be written in plain English, it goes into informative parts of the other four volumes instead.

Design goal:  Having read the Overview, the TGDC should be comfortable voting on the other four volumes.

II. Terminology Standard.  This is the Glossary.  It defines terms that are used in the Product Standard, Standards on Data to be Provided, and Testing Standard.

Terminology for standardization purposes must be sufficiently precise and formal to avoid ambiguity in the interpretation and testing of the standard.  Terms must be defined to mean exactly what is intended in the requirements of the standard, no more and no less.  Consequently, this terminology may differ from plain English and be unsuitable for applications that are beyond the scope of the Guidelines.  Readers are especially cautioned to avoid comparisons between this terminology and the terminology used in election law.

III. Product Standard.  This is a rigorous standard, written using practices that are generally accepted by standards organizations such as ISO, IEEE, etc., containing requirements on voting equipment.  The terminology used herein is defined in the Terminology Standard.  Requirements shall make reference to sections of the Testing Standard as applicable.

There has been much debate regarding the disposition of procedural requirements on which the Product Standard may depend.  NIST will not be producing a Process Standard or Service Standard for election administration, but the Product Standard is not complete without these references.  At this time the plan is to include an informative subsection containing procedural requirements within each major section of the Product Standard.

IV. Standards on Data To Be Provided.  These mainly are documentation requirements.  Requirements on what must appear in the Technical Data Package, Voting Equipment User Documentation, Test Plan, Test Report, or Public Information Package go here, as do requirements on what must be provided to the NSRL.

V. Testing Standard.  Test methods, inspections, protocols, etc. go here, but actual test suites will not be included in VVSG’07.
Structure and style

See the VVSG'07 Structure and Style Rules.

DWF working assumptions:

· Volumes get Roman numerals, all lower level divisions get Arabic numerals.

· Second level divisions are referred to as “Volume X, Chapter Y.”

· Third level divisions are referred to as “Volume X, Section Y.Z.”

· Fourth and subsequent levels are analogous to the third level.

· A full reference to req. A.B-C in Volume X is written as “Requirement X.A.B-C” (e.g., Requirement III.4.6-C).

Notes on test references

The Testing Standard contains three chapters that are relevant to test references.  Chapter 2, Introduction to Test Methods, contains high-level introductory material.  Chapter 3, Documentation and Design Reviews (Inspections), enumerates specific inspections that the test lab is supposed to perform.  Chapter 4, Test Protocols, enumerates specific kinds of tests that the test lab is supposed to design and execute.

Each testable requirement in the Product Standard shall (eventually) reference at least one target in one or more of those chapters.  In the vast majority of cases, a specific subsection of Chapter 3 or 4 should be applicable (e.g., Section 4.2, Functional Testing, or Section 4.2.4, Security Coverage).  In those few cases where there is no applicable inspection or test protocol, a general test method in Chapter 2 may be cited instead.

Outline conventions
· Items shown with bullets instead of numbers just show what goes in the containing section.  There is no implied ordering of these items within the section, nor any specified substructure for the section.

· Text followed by alphanumerics in square brackets:  the alphanumerics refer to security control families from NIST Special Publication 800-53 that may be applicable to the respective text.

· Writing responsibility assignments are indicated in RED.

I.  OVERVIEW (Wack + NIST Public and Business Affairs office overall; Guttman, Laskowski, Flater, etc. as needed)
· Above all, keep it simple!

· Executive summary

· Stock photos of voting equipment and happy people

· List of sources reviewed?

II.  TERMINOLOGY STANDARD

1. Introduction

1.1. Background

1.2. Scope & Applicability

1.3. Audience

1.4. Description and rationale of significant changes vs. VVSG’05

2. Definitions (Flater)

· Define “human-readable” (Laskowski)

III.  PRODUCT STANDARD

The subsections of procedural requirements are usually not shown explicitly in this outline.  They should be added where needed.  DWF working assumption:  these sections are titled “Procedures required for correct system functioning.”

1. Introduction

1.1. Background

1.2. Scope & Applicability

1.3. Audience

1.4. Description and rationale of significant changes vs. VVSG’05

The subsections will continue to multiply as we revise the draft.

· Precision and testability (Flater, others)

· Conformance clause (Flater)

· Core requirements (Flater)

· Coding conventions (Flater)

· Applicability to COTS and borderline COTS products

· Reference models (Flater)

· IV systems overview (Hastings/Wack)

· Threat analysis overview (Hastings/Wack)

· Auditing assumptions (Hastings/Wack)

· HFP overview, etc. (Laskowski)

· Deletions (EVERYBODY) – if you deleted something significant from the old standard and didn’t replace it with something better, mention it here along with the rationale for deletion.  This is so that we won’t forget what we did (or why we did it) when somebody asks “What happened to Section X?”
1.5. Options not standardized—things that we could have specified, but didn’t, and why not
2. Conformance Clause (Rosenthal/Flater)

3. General Security Requirements

The STS General Requirements Sections follow - scope and content as specified by Hastings/Kelsey/Wack.
Over-arching concern:  these requirements must be compatible with early voting.  There may be a need for new requirements that are specific to early voting, such as:  must support a locked or shutdown state that is suitable for the off-hours of early voting; must support dual access control for reactivating equipment that was locked down; must provide auditability to verify that nothing happened while the equipment was locked down.

Generic:  2002 VSS I.2.2.1 (VVSG’05 I.2.2.1) contains some vague security requirements that should be reviewed to establish that they are all handled somehow.

3.1. Cryptography

See Draft Cryptography Requirements (TGDC meeting, March 2006) for contents.  Documentation requirements belong in the Standards on Data To Be Provided.
3.2. Access Control (for voters, officials, etc)

See Draft Access Control Requirements (TGDC meeting, March 2006) for contents.  Role model and similar belong in Reference Models at the end of the Product Standard.  Documentation requirements belong in the Standards on Data To Be Provided.
3.3. Voting System Records Audit Management (IDV)

· CVR Format Requirements—see also Section 3.8, Interoperability.
· Interoperability

· EML issues

· Auditability of vote counts [and support for ballot accounting?] 
(verifiable by  election officials or their designees) - see “bin” of requirements transferred from CRT to STS in this section of DWF Working Draft (20060605). This is the financial sector meaning of the word “audit,” not to be confused with the IT Security meaning.
· Split Process

· Paper audit trail (includes all marksense)

· Witness

· Cryptographic

· Voter verification (votes were recorded as intended)

· VVPAT

· Election verification (recorded votes were counted correctly)

· End-to-end cryptographic

· Requirements on auditing devices

3.4. System Integrity Management

· Patching

These are requirements on the system delivered to the test lab that the lab can verify.  Absence of recent patches would be one of JK’s “intermediate attack goals” that justify immediate rejection.  Maintenance phase requirements OTOH are in the “Procedures required for correct system functioning;” the lab cannot enforce those.

· System hardening requirements

· Configuration management

· System and communication protection

· System and information integrity - 2002 VSS I.2.2.4.1.f (VVSG’05 I.2.1.4.f), I.2.2.5.2.2.f (I.2.1.5.1.b.vi), [SI-10]—overlap with CRT DWF Working Draft (20060605) Section 3.6.1.8 (Error checking).  Generally assuming that immunity to environmental attacks (e.g. electric shock, microwave attack) is CRT.
· Least Functionality [CM-7]
· Intrusion Detection Techniques [SI-4]
· DoS Protection [SC-5]
· Information Remnants [SC-4]
· Resource Consumption Protection [SC-6]
· Isolation of functionality [SC-2 and SC-3]
· Viruses, programmed threat requirements [SI-3]
3.5. System Event Logging:  2002 VSS I.2.2.5.2.1 (VVSG’05 I.2.1.5.1.a); potentially useful informative text in I.2.2.5, I.2.2.5.1 (I.2.1.5).
· Clock requirements [AU-8] – Time stamping?  Synchronization?
· Entry content requirement [AU-3] – time, date, action, who executed action
· Events to be logged [AU-2] [2002 VSS I.2.2.4.1.g and i (VVSG’05 I.2.1.4.g and i), I.4.4.1 (I.5.4.1), I.4.4.2 (I.5.4.2), I.4.4.3 (I.5.4.3)] (Hastings) including Error and exception reporting (functional reqs; see also coding conventions and SI-11)
· Protection of audit information [AU-9] [2002 VSS I.2.2.4.1.h (VVSG’05 I.2.1.4.h)] – write once media, hash, digital signature, etc. 
3.6. Physical Security—initial draft currently scheduled for September 2006
· Media Protection – this is not about securing content of media but physically securing the media in 800-53
· Physical security for machines

· Physical security of election day records

· Information transit protection requirements [MP-5]
· Information storage protection requirements [MP-4]
· Media labeling requirements [MP-3]
· Media access control requirements [MP-2] – maybe covered under access control
· Media sanitation and destruction requirements [MP-6 and MP-7]
4. HFP Requirements

The HFP General Requirements Sections follow - scope and content as specified by Laskowski/Cugini.

4.1. Usability Requirements

· Performance Requirements

· Functional Capabilities

· Includes vote-capture device interactions with voter, such as ability to review ballot before casting it

· Ballot rejection (second-chance voting)

· Structure and content of error messages:  2002VSS I.2.2.5.2.2 a-e, maybe [SI-11]; see HFP section of CRT draft.
· Cognitive Issues

· Perceptual Issues

· Interaction Issues

· More low-level than functional capabilities, e.g., don’t have annoying key repeat or precipitous timeout behaviors

· Alternative Languages

· Voting Rights Act of 1965 as amended [JC: bulk of sec 2.2.7.2]

4.2. Privacy - VVSG’05 I.3.1.7, plus carried-over design requirement for privacy enclosures (see HFP section of CRT draft)
4.3. Accessibility Requirements

· General

· Vision

· Dexterity

· Mobility

· Hearing

· Speech

· English Proficiency - Redundant—informative text pointing to Alternative Languages and Vision (for unwritten languages)
· Cognition

5. CRT General Requirements
The CRT General Requirements Sections follow - scope and content as specified by Flater/Goldfine.

5.1. General Design Requirements (Flater, others as applicable)

5.2. Voting variations (Flater)

5.3. H/W and S/W performance, general requirements (Goldfine overall)

5.3.1. Reliability (MTBF)

5.3.2. Accuracy/Error Rates

5.3.3. Electrical/RF

5.3.3.1. Electrical Supply

5.3.3.2. Electrical Power Disturbance

5.3.3.3. Electrical Fast Transient

5.3.3.4. Lightning Surge

5.3.3.5. Electrostatic Disruption

5.3.3.6. Electromagnetic Radiation

5.3.3.7. Electromagnetic Susceptibility

5.3.3.8. Conducted RF Immunity

5.3.3.9. Magnetic Fields Immunity

5.4. Workmanship (Goldfine overall)

5.4.1. Engineering practices / Coding

5.4.1.1. Scope

5.4.1.2. Selection of programming languages (Flater)

5.4.1.3. Selection of general coding conventions (Flater)

5.4.1.4. Software modularity and programming (Flater)

5.4.1.5. Control constructs (Flater)

5.4.1.6. Comments (Flater)

5.4.1.7. Executable code and data integrity (Flater) (i.e., no self-modifying, remotely or dynamically loaded, interpreted, …) [SI-7]—includes memory protection requirements
5.4.1.8. Error checking (Flater) (functional reqs; see also coding conventions) [SI-10]—includes some self-test; see also L&A testing.
5.4.1.9. Exception handling and recovery (Flater) (functional reqs; see also coding conventions)
5.4.1.10. Quality assurance (e.g., ISO/9000,  Baldridge, etc.) (Goldfine)

5.4.1.11. Configuration management (e.g., ISO/9000,  Baldridge, etc.) (Goldfine)

5.4.2. General build quality

5.4.3. Durability

5.4.4. Safety

5.4.5. Security and Audit Architectural Requirements (Wack)  (was design philosophy requirements for security) 

5.4.6. Maintainability

5.4.7. Temperature and humidity (harmonize COTS exclusions)
5.4.8. Equipment Transportation and Storage

5.5. Archival requirements

5.5.1. Archivalness of media (Flater)

5.5.2. Period of retention (informative) (Flater)

5.6. Interoperability (use of open standards, etc.) (Hastings, Flater, or vice-versa)—NH see this section of DWF Working Draft (20060605)
6. Requirements by Voting Activity (Flater overall; Hastings, Wack, etc. as applicable)

The Voting by Activity Requirements Sections follow - scope and content as specified largely by Flater; overlaps with HFP and STS.

6.1. Election programming – EMS functions (Flater)

6.2. Ballot preparation, formatting, and production – EMS functions (Flater)
6.3. Equipment preparation (Hastings)

6.3.1. Software distribution

6.3.2. Software installation (Hastings)—see “bin” of requirements transferred from CRT to STS in this section of DWF Working Draft (20060605).

6.4. Equipment setup for security and integrity  (Hastings)

6.4.1. Setup for Cryptographic IDV Systems

6.4.2. In situ logic and accuracy testing (Flater, Hastings)

6.4.3. Setup validation—software and hardware configuration

6.5. Opening polls (Flater)

6.6. Casting (Flater)

6.6.1. Ballot activation

6.6.2. General voting functionality

6.6.3. Voting variations

6.6.4. Recording votes

6.6.5. Redundant records

6.6.6. Respecting limits

6.7. Closing polls

6.8. Counting

6.8.1. Voting variations

6.8.2. Ballot separation

6.8.3. Misfed ballots

6.8.4. Accuracy

6.8.5. Consolidation

6.9. Reporting

6.9.1. General reporting functionality

6.9.2. Audit, status, and readiness reports
6.9.3. Vote data reports

6.9.3.1. General functionality

6.9.3.2. Ballot counts

6.9.3.3. Vote totals

7. Reference Models 
7.1. Process Model (informative) (Flater)

7.1.1. Introduction

7.1.2. Diagrams

7.1.3. Translation of diagrams

7.2. Vote-capture device state model (informative) (Flater)

7.3. Logic Model (normative – used in logic verification) (Flater)

7.4. Role Model (as in RBAC – role “Central Election Official” can do the following; role “Voter” can do this) (Normative – used in compliance points) (Hastings)

7.5. Threat tree (Hastings)

IV. STANDARDS ON DATA TO BE PROVIDED (Flater overall) 
1. Introduction

1.1. Background

1.2. Scope & Applicability

1.3. Audience

1.4. Description and rationale of significant changes vs. VVSG’05

The subsections will continue to multiply as we revise the draft.

· Separation of Data To Be Provided from Product Standard

· Separation of requirements on Voting Equipment User Documentation from requirements on Technical Data Package

· Changes in TDP content

· Applicability to COTS and borderline COTS products

· Revisions to test lab reports

· Public Information Package (PIP)

2. Technical Data Package (vendor)

2.1. Scope

2.2. Implementation statement

2.3. System hardware specification

2.4. Application logic design and specification

2.5. System test and verification specification

2.6. Configuration management plan (Goldfine)

2.7. Quality assurance program (Goldfine)

2.8. System change notes

2.9. Configuration for testing

3. Voting Equipment User Documentation (vendor)

· Voting Equipment User Documentation (usability thereof) (Laskowski)

3.1. System overview

3.2. System functionality description

3.3. System security specification (Hastings)

3.4. System operations manual

3.5. System maintenance manual

3.6. Personnel deployment and training requirements

4. National Certification Test Plan (test lab)
Need EAC buy-in.

5. National Certification Test Report (old term was “Qualification Test Report;” see 2002 VSS) (test lab)
Need EAC buy-in.
6. Public Information Package (test lab)

Need EAC buy-in.

7. Stuff to be provided to Software Reference Library (test lab) (Hastings)

V. TESTING STANDARD (Flater overall)

Contents:

· New introductory material

· Carryover from VVSG’05, revised as needed
· Some new/revised material where available and applicable

· But NO TEST SUITES
1. Overview of testing—carry over VVSG’05 II Overview, II.1, possibly move some of the other testing  intro here.
1.1. Background

1.2. Scope & Applicability

1.3. Audience

1.4. Description and rationale of significant changes vs. VVSG’05

· Reorganization of testing standard

· Applicability to COTS and borderline COTS products

· New and revised inspections

· Source code review for workmanship (Flater)

· Source code review for security (Hastings)
· Logic verification (Flater)

· New test protocols

· Reliability and accuracy (Flater)

· Performance-based usability testing (Cugini)

· Open-ended security penetration testing (Hastings)

2. Introduction to test methods—see current DWF working draft—basically done?
2.1. Inspection

2.2. Functional testing

2.3. Performance testing (benchmarking)

2.4. Security penetration testing

2.5. Interoperability testing

3. Documentation and design reviews (inspections)

3.1. Initial review of documentation—VVSG’05 II.5.3 (Flater/Goldfine)

3.2. Physical configuration audit—VVSG’05 I.9.7.1, II.6.6 (Flater/Goldfine)

3.3. Functional configuration audit—VVSG’05 I.9.7.2, II.6.7 (Flater/Goldfine)

3.4. Verification of design requirements—overlaps with source code review, but is broader than that (Flater)

3.5. Examination of vendor practices for configuration management and quality assurance—carry over VVSG’05 II.7, revise as needed (Goldfine)

3.6. Accessibility—carry over VVSG’05 II.3.4 and 6.5, revise as needed (Cugini)
3.7. Source code review

3.7.1. Workmanship—all requirements in engineering practices/coding, including coding conventions, defensive programming, exception handling, etc.  This replaces the rest of VVSG’05 II.5 (Software Testing).  (Flater)
3.7.2. Security—as discussed at meeting on 20060620, cost-effective due diligence to establish that there are no glaring, obvious security problems or glaring, obvious fraud-O-matic code.  Not expecting miracles, something is better than nothing.  (Hastings)
3.8. Logic verification—all new (Flater)

4. Test protocols

4.1. Hardware—carry over VVSG’05 II.4, revise as needed (Goldfine)—4.7.1.1 (Data Accuracy), 4.7.3 (Reliability) and 4.7.4 (Availability) should become redundant.
4.2. Functional testing—carry over relevant pieces of VVSG’05 II.3 and 6, revise as needed (Flater)
4.2.1. General guidelines—include capacity/stress tests, recovery, …all that miscellaneous advice in VVSG’05 that doesn’t seem to go anywhere.
4.2.2. Structural coverage—VVSG’05 II.6.3, II.A.4.3.3
4.2.3. Functional coverage—VVSG’05 II.6.3, II.A.4.3.4
4.2.4. Security coverage—VVSG’05 II.6.4 (Hastings)
4.3. Benchmarks
4.3.1. Reliability—this is not a new test suite, it is a new and better way of utilizing results from whatever test suite they use.  Action item:  Need to replace Appendix C.  (Flater / Yen or other volunteer from Statistics)
4.3.2. Accuracy—same comments as Reliability.  (Flater / Yen or other volunteer from Statistics)
4.4. Usability (performance-based testing)—all new.  (Cugini)

4.5. Open-ended security penetration testing—all new.  (Hastings)

LIMBO (limbus chartarum albarum) (“Limbo of the White Papers.”  See the Wikipedia entry on Limbo.)

Guidelines for writing clear instructions and messages for voters and poll workers (Laskowski)

Usability of equipment for central election officials, election judges and poll workers (Laskowski)

Ballot design and presentation (Laskowski)

Unabridged version of “Threats to Voting Systems” (Kelsey)

Contingency and Disaster Recovery (Incident Response) (Hastings)

Ballot accounting

Access control policies, including dual or multi-person controls

Key/password issuance and management procedures

Auditing
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