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Executive Summary

An accurate voting process—the casting, recording, and counting of votes—is a basic need for any democracy.  To cast votes, voters interact with a variety of different types of voting systems to record their choices.  However, this interaction is not always straightforward.  Sometimes voting system technology, the layout of the ballot, the contests themselves, or the instructions are confusing.  The usability of a voting system refers to the ease with which voters can interact with the voting system to record their choices as they intended and ensure that their votes will be counted accurately.

The goal of the Usability section of the Voluntary Voting System Guidelines (VVSG) is to improve this interaction by setting standards for voting systems that will increase the ability of voters to cast their ballots easily and correctly.

Usability engineering is the research and design process that ensures a product with good usability.  There are two primary approaches that usability engineers employ to improve the usability of a system. The first is an evaluation by a usability expert.   The second approach is to set up a test with representative users of the system and observe and measure how they actually interact with the system.  This latter method is more difficult, but it can be much more thorough.  Because it is based on the experience of real users, it may uncover different types of problems with the interface and the conclusions are based on data about what the users actually experience.    

The VVSG contains requirements that incorporate both approaches.  There are design requirements that reflect the expert judgment of usability and election professionals.  For example, there are requirements for a minimum font size of 3.0 mm, standard colors, and complete instructions.  There are also performance requirements that require usability testing with voters.  

This paper describes draft performance requirements developed by the Human Factors and Privacy Subcommittee and explains how the requirements were developed.

A performance requirement needs two components:  a reliable method for consistently assessing the usability of a voting system and a benchmark.  The assessment is a tightly controlled test with test participants who use the voting system.  If the system meets or exceeds the benchmark, then it meets the requirement and “passes” the test.    The assessments will eventually be part of the testing that the Voting System Test Laboratories (VSTL) will do to certify that a voting system meets all the requirements in the VVSG.   

Every voter is different.  Every election and associated ballot is different.  So, how can one develop a general test for a voting system that will address whether the voting system will be easy for voters to use effectively?  How can this be done in a test laboratory?  How can we be certain that if a given voting system is tested several times with several sets of participants, the pass or fail outcome will be the same, so that vendors, election officials, and voters will trust the results?  Repeatability is achieved by holding all other factors (ballot choices, environment, and characteristics of participants) as constant as possible,

Further, we not only want to get consistent results for the same system, we also want to be able to distinguish among the degrees of usability of different systems. The test must ensure that systems that are not usable enough will fail to meet the usability benchmarks, that is, it is a valid test for usability.  Such test results, though, will not predict the actual performance of the voting system as used in a real election with a specific ballot.  It will predict the relative degree of usability of a system so that a voting system that passes the test will do better than a system that fails the test. 

A good analogy to help understand the purpose of a voting system usability test is gas mileage ratings for specific cars. To determine the mileage estimate posted on the window of a new car, a test driver actually drives a test car according to set of rules.  However, once you buy the car, “your mileage may vary” from the posted amounts depending on your personal driving habits. Nonetheless, the relative mileage is reasonably reliable – if car A tests significantly better than car B, it will in all probability get better mileage under realistic conditions as well.


To develop the performance requirements described in the rest of this paper, a test ballot with 28 fabricated “contests,” including both election races and referendums, was prepared. Vendors with several different types of voting equipment were recruited to implement the ballot in the most usable way possible with their systems.  Test participants from a range of demographic groups were then recruited. They were given a written list of how to vote in all 28 contests and were given as much time as they needed to complete their votes. Approximately 450 different participants ‘voted’ in 10 trials. The trials established that the test did discriminate between systems based on usability and that it produced similar relative usability rankings among different voting systems with repeated trials. 
The performance test has four parts:  

1. a well-defined test protocol that describes the number and characteristics of the test participants and how to conduct the test,  

2. a test ballot that is relatively complex so that the effect of usability problems will be detected if they exist,   

3. instructions to the voters on exactly how to vote so that errors can be counted, 
4. a description of the test environment, and

5. the performance measures. 

The VVSG defines three performance measures with pass/fail benchmarks:

1. Completion.  Can voters successfully complete the process of casting their ballots?  We call this the Ballot Casting Rate.  It is the percentage of voters in the test who were able to cast their votes. 
2. Accuracy.  Can voters accurately record their choices? This measure has two elements, the accuracy rate—what percentage of the test participants’ “votes” are correctly cast and the Accuracy Index—which combines information about the accuracy rate with a measure of the variability in that rate among  individual participants.  For example, suppose two different voting systems have the same mean accuracy rate—say 90 percent of votes correctly recorded. But one system achieves this rate for almost all participants while the second system achieves this rate with some users achieving perfect accuracy, some achieving 80 percent accuracy, and some achieving 30 percent accuracy. The second system would have a lower accuracy index even though its mean accuracy rate was identical to the first system. The accuracy index helps to weed out systems that disenfranchise a significant portion of the participants. 

3. 100% Correctness. How many voters complete this complex ballot with NO errors?  We call this the Correct Ballot Rate.   It is the percentage of participants whose accuracy was 100%, that is, with no errors. 

In addition, the VVSG defines two other performance-based measures that are gathered as part of the testing, but systems do not pass or fail them.

1. Time.  How long does it take voters to complete the ballot?  This measure is not used as a pass/fail criterion because accuracy is the main goal.   Time was not a good indicator for accuracy with this test method.
2. Confidence.  Do participants have confidence that they were able to record their votes as they intended?  This gives some indication of how comfortable people are with electronic voting equipment.  Our data did not show significant differences among systems so this is not used as a pass/fail criterion. 

The benchmarks are the passing scores for completion, accuracy, and 100% correctness.  Given the complexities of the test, the benchmarks in the VVSG underwent detailed statistical analyses and are described with statistical terminology in this paper.     

The benchmark values themselves were selected by the HFP subcommittee to improve the usability of the next generation of voting systems.  It should be noted that with any large sample of voters some mistakes will occur, but we want these to be as few as possible. 

In a testing environment, in particular, test participants must follow fairly detailed instructions to cast votes in a prescribed way that can be checked for accuracy. This takes place in a laboratory setting, not an actual polling location.  No assistance is given to the test participants.   These are some of the reasons why the results of voting systems usability tests cannot be extrapolated to actual voting environments, but are instead tools for relative ranking of systems.

The VVSG is the first use of usability performance benchmarks for a public standard. Since the study of voting system usability and usability performance standards are both new, the subcommittee set benchmarks for the VVSG after the research described in this report was available.

The benchmarks proposed by the Human Factors and Privacy Subcommittee of the TGDC can be summarized informally as follows.  Note that the paper describes statistical confidence intervals associated these rates:

· Ballot Casting Rate Benchmark: 98% of test voters complete the voting and cast their ballots

· Accuracy Index Benchmark:  typically over 95% of individual votes are cast accurately with a small difference in accuracy rates among participants (e.g. a small standard deviation) which yields an Accuracy Index of .35.

· Correct Ballot Rate Benchmark: 70% of voters vote 100% accurately, which still reflects over 95% of votes cast accurately, but highlights the importance of each and every error.  
The inclusion of voting system performance requirements and benchmarks will require that the next generation of voting systems be significantly more usable than current systems.  Voters will be able to cast their votes more accurately and with less confusion. The use of performance requirements should allow voting system manufacturers to develop innovative interfaces without being overly constrained by design requirements.  Because the performance tests will be conducted with actual test participants this will help ensure that these innovations ultimately result in improved usability of voting equipment at the polls.   
1. Introduction

In the Help America Vote Act (HAVA) of 2002, the Election Assistance Commission, in consultation with the Director of the National Institute of Standards and Technology, was mandated to submit a report on human factors, usability, and accessibility to Congress.  This report included two recommendations for the development of usability performance benchmarks for voting systems:

· Develop voting system standards for usability that are performance-based, high-level (i.e., relatively independent of the technology), and specific (i.e., precise). 

· Develop a valid, reliable process for usability conformance testing of voting products against the standards described in the recommendation above with agreed upon pass/fail requirements. 

The Human Factors and Privacy Subcommittee of the Technical Guidelines Development Committee, formed under HAVA, subsequently requested that NIST develop usability performance requirements for inclusion in the Voluntary Voting Systems Guidelines in Resolution #5-05 Human Performance-Based Standards and Usability Testing: 
“The TGDC has concluded that voting systems requirements should be based, wherever possible, on human performance benchmarks for efficiency, accuracy or effectiveness, and voter confidence or satisfaction. This conclusion is based, in part, on the analysis in the NIST Report, Improving the Usability and Accessibility of Voting Systems and Products (NIST Special Publication 500-256).

Performance requirements should be preferred over design requirements. They should focus on the performance of the interface or interaction, rather than on the implementation details. … Conformance tests for performance requirements should be based on human performance tests conducted with human voters as the test participants. The TGDC also recognizes that this is a new approach to the development of usability standards for voting systems and will require some research to develop the human performance benchmarks and the test protocols. Therefore, the TGDC directs NIST to:

1. Create a roadmap for developing performance-based standards, based on the preliminary work done for drafting the standards described in Resolution # 4-05,

2. Develop human performance metrics for efficiency, accuracy, and voter satisfaction,
3. Develop the performance benchmarks based on human performance data gathered from measuring current state-of-the-art technology,
4. Develop a conformance test protocol for usability measurement of the benchmarks,
5. Validate the test protocol, and
6. Document test protocol.”
This report summarizes the research conducted to develop the test, metrics, and benchmarks in response to this resolution and describes the resulting performance-based requirements included in the current draft of the VVSG. Supporting materials such as the test data and test materials can be found at http://vote.nist.gov/PublicHearingsandMeetings.html under “Usability Performance Benchmarks Supporting Materials.”
This research included: [[sjl, need to fix this “outline”]]
· Defining a user-based test for measuring effectiveness, efficiency, and satisfaction of voting systems
· Defining the metrics by which the systems tested will be measured

· Validating the test methodology

· Determining that the test protocol is repeatable
· Setting performance benchmarks based on data collected by running the test on various typical voting systems.

2. Developing performance requirements to improve the usability of voting systems

The goal of the Usability section of the Voluntary Voting System Guidelines (VVSG) is to improve the usability of voting systems by setting standards for voting systems that will increase the ability of voters to cast their ballots easily and correctly.

Usability engineering is the research and design process that ensures a product with good usability.  There are two primary approaches that usability engineers employ to improve the usability of a system. The first is an evaluation by a usability expert.   The second approach is to set up a realistic test with representative users of the system and observe and measure how they actually interact with the system.  This method is more difficult, but it can be much more thorough.  Because it is based on the experience of real users, it may uncover different types of problems with the interface and the conclusions are based on data about what the users actually experience.    

The VVSG contains requirements that incorporate both approaches.  There are design requirements that reflect the expert judgment of usability and election professionals.  For example, there are requirements for a minimum font size of 3.0 mm, conventional use of color, and complete instructions.  There are also performance requirements that require usability testing with voters.  

This paper describes the performance requirements and how they were developed.

A performance requirement needs two components:  a reliable method for consistently assessing the usability of a voting system and a benchmark.  The assessment is a tightly controlled test with voters using the voting system.  If the system meets the benchmark or better it meets the requirement and “passes” the test.    The assessments will eventually be part of the testing that the Voting System Test Laboratories (VSTL) will do to certify that a voting system meets all the requirements in the VVSG.

Every voter is different.  Every election and associated ballot is different.  So, how can one develop a general test for a voting system that will address whether the voting system will be easy for voters to use effectively?  How can this be done in a test laboratory?  How can we be certain that if a given voting system is tested several times with several sets of participants, the pass or fail outcome will be the same, so that vendors, election officials, and voters will trust the results?  Repeatability is achieved by holding all other factors (ballot choices, environment, and characteristics of participants) as constant as possible.

Further, we not only want to get consistent results for the same system, we also want to be able to distinguish among the degrees of usability of different systems. The test must ensure that systems that are not usable enough will fail to meet the usability benchmarks, that is, it is a valid test for usability.  Such test results, though, will not predict the actual performance of the voting system as used in a real election with a specific ballot.  It will predict the relative degree of usability of a system so that a voting system that passes the test will do better than a system that fails the test. 
The performance test has five parts:  

1. a well-defined test protocol that describes the number and characteristics of the voters participating in the test and how to conduct test,  

2. a test ballot that is relatively complex so that usability problems if they exist will be detected,  a well-defined test protocol that describes the number and characteristics of the voters participating in the test and how to conduct the test,  

3. instructions to the voters on exactly how to vote  so that errors can be counted,

4. a description of the test environment, and
5. the performance measures. 

2. Defining the test

We developed a test for measuring effectiveness, efficiency, and satisfaction of voting systems, the three metrics that are standard for measuring usability.  There were two challenges in defining this test. 

1. The test itself had to be completely objective so that staff from an accredited Voting System Test Laboratory (VSTL) could conduct the test, analyze the data, and obtain results that are reliable (that is, repeatable under exactly the same conditions and reproducible by another lab). 

2. We needed to determine the number of test participants sufficient to allow for statistical analysis and to ensure repeatability of the test on the same voting system. 

We call this test protocol we developed the NIST Voting Performance Protocol (VPP).  The NIST VPP is intended to be a repeatable, controlled experiment. The goal is not primarily to provide a “realistic” measure of voting behavior, but rather to isolate and measure the effect of various voting systems – and this requires that all other potential variables be held as constant as possible. See Section 8 for an overview of the VPP. 
Note that this protocol includes:

· A ballot of moderate complexity
· A ballot that includes an option for straight party voting
· Instructions which require filling out almost the entire ballot
· A specification for characteristics and number of  the test participants (voters) 
· A somewhat “staged” situation in which subjects attempt to follow those instructions
One cannot therefore make any claims about real voting behavior based on our findings.  Rather the purpose of the NIST VPP is to support valid and repeatable metrics that can be used to judge the relative performance of various systems.  This is sufficient for determining which systems have good usability and which do not and this allows us to develop the usability performance requirements for the VVSG.
2.1 The ballot and instructions

After conducting research into typical ballots from around the country, we designed a logical definition for the test ballot and the specific voting instructions. The test ballot included the following: 

· Twenty contests, referenda, and ballot initiatives

· Contests at various depths of the government hierarchy (federal, state, local)

· Contests that were both partisan and nonpartisan

· Contests that were single member and multimember

· Retention races

· Constitutional amendments

· Ballot measures

To avoid bias, realistic but not real names were chosen for all candidates, fictitious and neutral party names were created using color names, and fictitious but realistic constitutional amendments and ballot measures were created. Voting system vendors who agreed to lend their systems for use in these tests were given a ballot specification and were told to implement the ballot for their system.  This specification is shown in the Appendix. 
The test participants were told to make specific voting choices for the test ballot. 
Various tasks were included in the instructions for the participants to represent realistic voting events.  These included:

· Voting for names that appeared at various locations within a list of names

· Voting only a partial slate in a multimember contest

· Skipping specific elements of the ballot
· Write-in votes

By instructing the participants how to vote, we could determine difference between the intended votes of the test participants and the actual votes that they cast. We then measured the accuracy of the cast ballot by counting the number of correct votes, 28 being a perfect score.
2.2 The test participants 

For conformance testing, we needed enough participants to provide reliable results that could be statistically analyzed, but not so many participants that conducting the test becomes financially infeasible.  The number of participants needed is primarily determined by our need to calculate reasonably tight 95% confidence intervals. (We explain these calculations later in the paper.)  We found that a minimum of 100 participants is required to allow for this statistical analysis.
Another important consideration was that the subject pool had to be consistent enough to allow repeatability.  Variability of the subject pool response represents “noise” which masks the “signal” we are trying to detect: the effect of the voting system. And finally, we wanted to use citizens who were reasonably representative of the actual voting population (See the Supporting Materials for Usability Performance Benchmarks for the detailed demographics).

To guarantee the independence of the data, the test was conducted the same way with each participant.   All instructions about the test process were given to the participants in writing, with no additional individual assistance offered.  The following statement was read by the test administrator in response to any question from a participant:  

“I'm sorry but I'm not allowed to help you once you start. If you are having difficulties you can try to finish. If you are stuck and cannot continue, you can stop if you wish” 

2.3 The test environment and voting equipment
As these are controlled experiments, they were performed in a usability test lab so that the environmental conditions such as lighting could be held constant.   We plan to specify this (and other steps) as comprehensively as possible in the forthcoming complete version of the VPP so that a test lab can duplicate the environment. 

All the voting systems used in these tests were systems certified under the Voting System Standards 2002 (VSS 02) and used in at least one election.  We asked the vendors to implement the standard test ballot for their systems to best showcase the usability of their equipment.  
3.  Defining how the systems were measured 

We defined the performance metrics for effectiveness, efficiency, and satisfaction as follows:
1. Effectiveness  is measured as

a. Ballot Casting Rate -- Percentage of users who successfully cast a ballot (whether or not the ballot contains erroneous votes).  Failure to cast a ballot might involve problems such as a voter simply “giving up” during the voting session because of an inability to operate the system, or a mistaken belief that one has successfully operated the casting mechanism. 
.

b. Accuracy Index
 – A measure of overall voting accuracy. Each voter is given 28 “voting opportunities” within the ballot. The number of these that are correctly performed divided by 28 yields that voter’s simple accuracy rate.  The higher the rates, the higher the resulting accuracy index.  We calculate the accuracy index as a capability index (Cpl) :  
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 is the mean of the accuracy rates, and S is the standard deviation.  We used 85% as our LSL. The LSL acts as a lower limit for the accuracy rate.  Any system with an accuracy rate at 85% or below gets a 0 accuracy index and fails.   A complete description of process capability and how to use and calculate capability indices can be found in http://www.itl.nist.gov/div898/handbook/pmc/section1/pmc16.htm
c. Correct Ballot Rate – Proportion of cast ballots containing no erroneous votes. If a cast ballot contains even one mistaken vote (either a vote for an unintended choice or a missing vote), then it is deemed incorrect. This 100% correctness measure magnifies the effect of a single error.  
2. Efficiency is measured as Average Voting Session Time – mean time taken per voter to complete the process of activating, filling out, and casting the ballot.

3. Satisfaction is measured as Average Voter Confidence – mean confidence level expressed by the voters that the system successfully recorded their votes. During our research to validate the test methodology we also measured satisfaction by administering a Likert scale satisfaction questionnaire.  Confidence is a measure of the participant’s assessment of their own performance on the test.  This is based on a confidence question we specifically developed for this test.   
For those wishing to read more about measuring usability and related statistical methods, we suggest starting with the site http://www.measuringusability.com . 

4. Setting the benchmarks
Four different voting systems were tested to determine possible values for benchmarks for each of the three effectiveness measures. The systems were from four different vendors and representative of current systems and technology.  Four sets of approximate 50 individuals were recruited, one for each of the four systems.  
4.1 Test participant demographics

We tried to achieve the following demographic criteria for the test participants:

· All must be eligible to vote in the US

· Gender:  60% female , 40% male 

· Race:  20 % African American, 70% Caucasian, 10% Hispanic
· Education: 20 % some college, 50% college graduate, 30% post graduate
· Geographic Distribution:  80% VA, 10% MD, 10% DC
· Age: 30% 25-34 yrs., 35% 35-44 yrs., 45-54 yrs. 

 The details of the exact demographics can be found in http://vote.nist.gov/PublicHearingsandMeetings.html under “Usability Performance Benchmarks Supporting Materials.”   
It is important to understand that our main goal in selecting these demographics was to find criteria that would induce most of the errors we expected to see, distinguish between voting systems and be reasonable to recruit.    This set was sufficient.   Usability performance tests are meant to identify the usability problems that the design requirements might not have prevented.  It appears that we are not missing major usability problems by choosing this demographic.   
However, as we continue our research to discover how precisely the test conditions must be followed in order for the VSTLs to duplicate these tests, we will be exploring the ways in which the criteria can be expanded so we can see where the results are similar and where they are different.    Also, note that we could have picked another consistent but different set of criteria and generated a slightly different set of benchmark values that will still produce the same pass/fall results.   Future research will also consider testing accessible voting systems with specific populations of people with disabilities to see if our benchmarks will apply.
4.2 Performance data used to set the benchmarks

Data collected from this test produced the results in Tables 1 and 2 for ballot casting rate, accuracy rate, the accuracy index, and correct ballot rate.

In the tables you will see a 95% Confidence Interval (CI) instead of individual numbers for the rates and the index.   This is because we can only calculate the metrics based on the data for the test participants; we can never measure the “true value” directly.  By definition, we are 95% confident that the “true” value of the system for a given metric lies within the confidence interval (CI) resulting from the test.  Therefore, if the entire CI falls below the benchmark, we are at least 95% confident that the system has not attained the benchmark. This also means that in a very small number of cases, the test might falsely fail or pass a system.   For a VSTL, this means that if a voting system fails by a very small margin, vendor might ask that the test be performed again. 
	
	Ballot Casting  Rate
Numbers
	Ballot Casting Rate 

Confidence Intervals
(95 % level)
	Accuracy Rate  

Mean and Standard Deviation
	Accuracy Index 

With 85% LSL 

Confidence Intervals
(95 % level)

	System A 
	50 of 52 (96.2%)
	86.3-99.7%
	95.0 +/- 11%
	.19-.41

	System B 
	42 of 42 (100%)
	92.8-100%
	96.0 +/- 6%
	.49-.85

	System C 
	43 of 43 (100%)
	92.9-100%
	92.4 +/- 13.0% 
	.08-.30

	System D 
	47 of 50 (94.0%)
	83.2-98.6%
	92.4 +/- 19.0%
	.03-.22


Table 1 Summary Benchmark Performance Data by Voting System 

	
	Correct Ballot Rate

Numbers
	Correct Ballot Rate 

Confidence Intervals)
(95 % level)
	Voting Time (secs)

Mean and Standard Deviation
  
	Confidence

Mean and Standard Deviation

	System A 
	29 of 50 (58.0%)
	44.2-70.6%
	638.1 +/- 166.1
	4.0 +/- 1.0

	System B 
	24 of 42 (57.1%)
	42.2-70.9%
	429.3 +/- 156.3
	3.3 +/- 1.4

	System C 
	15 of 43 (34.9%)
	22.4-49.9%
	870.7 +/- 236.0
	3.6 +/- 1.4

	System D 
	31 of 47(66%)
	50.4-76.6%
	744.7 +/- 209.3
	3.8 +/- 1.2


Table 2 Summary Benchmark Performance Data by Voting System 

Based on the data collected in these tests, we can derive benchmarks for requirements that must be met in conformance tests for the VVSG. 
4.3 Ballot Casting Rate Benchmark
The ballot casting rate for all the systems tested was relatively high and showed that is it possible for a system to achieve a ballot casting rate of nearly 100%.  It seems reasonable to set the value for this rate at a fairly high level for the conformance test since this value represents all but the few individuals who could not finish once they started the voting task.
The ranges of values obtained in this set of tests suggest setting the benchmark for the Ballot Casting Rate at 98%.  

As an example of what this means, if there were 100 participants who attempted to use a system, that system would pass the benchmark if at least 95 participants succeeded, because when 95 participants succeed the resulting 95% confidence interval is [.8854, .9813] which includes the 98% benchmark.  In addition, when more than 95 participants succeed the resulting 95% confidence intervals include that benchmark.  If more than five participants fail to complete the test, then the system would fail on this measure.
  
4.4 Accuracy Index

The accuracy index levels in this test showed a wide range of results, with two of the systems significantly below the other two systems.  This difference in accuracy index was not the result of significant differences in the raw accuracy rates (which were in the 90% range for all four systems), but in the large differences in the standard deviations.  A high standard deviation reflects high variability among the performance of individual test participants. A lower deviation implies a more equal level of performance among participants. The mean and standard deviation for each of the machines tested are shown in Table 3 above.
We calculated a conformance level for the accuracy index with a goal of a mean of at least 92.5% and a standard deviation of no more than 7%.
  Using a lower specification limit of 85%, the calculated cut off point for the accuracy index is .35, and this is the suggested benchmark. 
The data suggests setting the benchmark for the Accuracy Index at .35.
With an accuracy index benchmark of .35, 2 of the systems failed.   
Although the purpose of this testing was not to diagnose problems, the test administrators did observe that some voters were confused by write-ins,  the straight party voting option, and the navigation and instructions of electronic ballots.  This indicates that improvements (and better results) could be obtained in all of these designs. 
4.5 Correct Ballot Rate

The ability for the participants to vote a ballot with no errors was lower than might be expected in all systems tested. We can suggest two reasons for this finding: first, the test itself represents a moderately difficult task in which participants are required to match values from the instructions for 20 separate contests. Second, this rate represents any error out of the 28 specific votes (or non-votes) expected.  Many participants had only a single error on their ballots.
The ranges of values obtained in this set of tests suggest setting the benchmark for the Correct Ballot Rate at 70%.

The calculation of the confidence interval is the same as for the ballot casting rate above.

At this value, the majority of the systems tested would pass.   Note that retesting these machines with 100 participants would narrow the confidence interval and therefore make the test stricter, that is, a smaller range of values for a passing score.  
4.6 Why these benchmark values?

It is important to note that the HFP subcommittee chose these benchmarks so that they are achievable by some systems, but not so low as to be trivially easy to meet with any of the current voting system implementations.   The suggested values are on the conservative side and the TGDC may want to consider setting them somewhat higher to encourage further usability improvements for systems that will be certified to this new version of the VVSG.
4.7 Voting time, satisfaction, and confidence

In analyzing the research data, two points emerged: 1) we can discriminate systems based on time (note the wide range of benchmark performance), and 2) time showed a correlation with effectiveness for some systems, but not for others.  While it would appear to be technically feasible to construct a benchmark based on time alone, the policy question is whether to use time as a pass/fail criterion, given that poor time performance affect throughput but does not necessarily correlate with voter effectiveness. 

We tested satisfaction in two ways: in earlier tests, we used a 10-point questionnaire, and in later tests we asked only two questions about the participants’ confidence that they had voted as instructed. Neither measurement appeared to be sensitive enough to be used for a performance benchmark.  
This is the revised confidence question that we used during Benchmark testing.  

	
	Strongly

Disagree
	Disagree
	Neutral
	Agree
	Strongly Agree

	
	1
	2
	3
	4
	5

	If I had to use this machine in a real election, I’d be confident in my ability to enter my votes and I’d trust this machine.
	
	
	
	
	


The TGDC has decided not to make time or confidence pass/fail requirements in the VVSG.  We suggest that Average Voting Session Time and Average Voter Confidence be tested and reported by the Voting System Test Laboratories (VSTLs) because election officials may find them helpful for determining numbers of vote stations needed and general attitudes held by voters towards the systems.

4.8 Sufficient number of test participants

Based on the above experiments, we believe that 100 test participants will provide an adequately sized sample.  At that number the 95% confidence intervals are narrow which means we are getting results very close to the true performance of a voting system with a high degree of confidence.   This number is also strongly indicated for the accuracy index.  It is a type of capability index and the best practice suggests that at 100 data points, a normal distribution can be assumed and simplifies the confidence interval calculations.    The cost to recruit 100 participants and run the test is reasonable and similar to the typical cost for testing by a VSTL. 

5. Validating our test methodology
As a first step, we needed to validate the test methodology to show that we can detect performance differences between voting systems with our test and that these differences are what we expected.   
5.1 Running the test for validation

We had two systems (we will call them A and B), which prior research
 had shown would be expected to have different performance on at least some of our measures.  Twenty four (24) participants were asked to use System A and twenty- three (23) participants were asked to use System B using the test ballot and procedures we had defined.  This was a sufficient number of test participants to show validity—we did see statistically significant differences between systems where we expected to see them.
Data collected from this test produced the following results show in Table 2 for correct ballot rate, the system’s accuracy index, voting time, and satisfaction using the questionnaire we developed. (We did not collect data for ballot casting rate.)  Data from participants who did not complete the voting task are not represented in any of the tables for the correct ballot rate, accuracy data, timing data, or satisfaction. That data is only represented in the ballot casting rate.
	
	Ballot Casting  Rate
 95% Confidence Intervals
	Accuracy Index 

95% Confidence Intervals
	Correct Ballot Rate
95% Confidence Intervals
	Voting Time   (secs)
Mean and Standard Deviation
	Satisfaction 

Mean and

Standard

Deviation

	System A
	N/A
	.85-1.62
	42.6 -78.9%
	402.56  +/- 103.08
	80.7% +/- 15.2%

	System B
	N/A
	0-.24
	22.1 -59.3%
	431.65   +/- 114.30
	73.6% +/- 16.3%


Table 3: Summary Performance Data by System for Validity Test

5.2 How we analyzed the test results
We used statistical analyses (a binomial calculation called Adjusted Wald) for the correct ballot rate confidence intervals.   For the accuracy index, with a large enough sample size
, we can assume an asymptotic normal distribution, to calculate the 95% confidence intervals.  By definition, we have 95% confidence that for this one sample, the true value (well-defined, but unknown) for the system is contained in the interval.  These calculations showed us that we are able to detect differences in effectiveness between the two systems.
For correct ballot rate, of the 24 participants who attempted to vote using System A, 15 were able to cast the ballot without any deviation from the results expected (62.5%) and, of the 23 participants using System B, 9 were able to cast the ballot correctly (39%). The 95% confidence interval for System A is between 42.6% and 78.9% and for System B between 22.1% and 59.3%.  Though there is overlap between these two ranges, this is likely due to the small number of participants in this evaluation.   The data was in the direction expected based on expert review and prior research
, with System A showing higher effectiveness.  
For the Accuracy Index, assuming a Lower Specification Limit of 85%, System A was measured at 1.24 and System B at 0.10.  Calculating a 95% confidence interval for the accuracy index gives us a range of .85 to 1.62 for the System A, and 0 to .24 for System B. Thus, the accuracy index also showed a statistically significant difference in the effectiveness between the two machines.

As an additional check, a Mann-Whitney test was used to check for statistically significant differences between the accuracy rates of the two systems.
   Using this calculation, a statistically significant difference (p-value<0.05) was seen, with System A performing better than System B.

A statistical t-test was used to compare time data between the two systems.  This analysis of the data showed no statistically significant difference between the two systems though System A had a slighter faster time than the System B.

A t-test was also used to compare the satisfaction data collected from the satisfaction questionnaire.  Again, there was no statistically significant difference in the data though the satisfaction data showed somewhat better scores for System A than for System B.
The results of this testing indicated that the test was valid, in that we were able to “tell the difference” between the two systems and it was what we expected.   In this initial test, it was only effectiveness that could be used to discriminate between these two.  However, as we shall see, the later benchmark tests, performed on a wider variety of systems, showed significant differences in efficiency. The satisfaction questionnaire did not show statistically significant differences in the validation or in any of the repeatability tests, so we are not using it as a benchmark and we simplified it to a single question about confidence.  

So far, none of our tests have shown strong correlations among the three types of metrics, e.g., effectiveness and efficiency do not appear to be strongly linked. Faster time does not necessarily imply accuracy or vice versa. 
6. Determining whether the test protocol is repeatable 
In addition to test validity, we needed to demonstrate that the test was repeatable – that the test returned results with no statistically significant difference each time it was conducted by the same test administrators on the same system.   
6. 1 Running the test to show repeatability

Four tests of the same system were conducted.  Only the set of participants changed.  Between 44 and 50 individuals participated in each of these four tests. 
Data collected from this test produced the following results as shown in Table 4 for cast ballot rate, correct ballot rate, the system’s accuracy index, and voting time: 
	Repeat-ability Test
	Ballot Casting Rate 

95% Confidence Intervals
	Accuracy Rate

Mean and Standard Deviation
	Accuracy Index 

Confidence Intervals
	Correct Ballot Rate 

95% Confidence Intervals
	Voting    Time (secs) 

Mean and Standard Deviation

	Test 1
	87.4-100%
	95.2 +/-14.5
	.11-.33
	53.4-80.1%
	695.4+/-224.0

	Test 2
	88.3-100%
	92.5 +/-17.3
	.05-.24
	40.3-67.4%
	662.0 +/-  245.0

	Test 3
	77.8-96.0%
	92.3 +/-16.3
	.05-.25
	31.7-59.9%
	691.0+/-206.8

	Test 4
	86.3-99.7%
	95.2 +/-11.5


	.19-.41
	44.0-70.6%
	633.8 +/-166.5


Table 4 Summary Repeatability Performance Data by Test 
· Ballot casting rates: For these four tests, 44 of 45, 48 of 49, 44 of 49, and 50 of 52 participants finished voting. The confidence intervals overlap indicating that the data are repeatable.

· Correct ballot rates: Participants who were able to complete voting were the smaller number in the voter casting rate data (just above).  For these four tests, the number of correct ballots as compared to cast ballots was 30 of 44, 26 of 48, 20 of 44, and 29 of 50.  Again, the confidence interval ranges overlap indicating that the data are repeatable.
· The accuracy index confidence intervals for these four tests show sufficient overlap to indicate that these are consistent results 

· The voting time was also analyzed and shown to be consistent for all tests (p-value >0.05).
The Mann-Whitney test was again used to determine if the accuracy rates of the four tests were consistent and they were (p-value > 0.05) except for Test 1 compared to the Test 3 – and these two tests were only marginally different.  
7 The performance requirements in the VVSG  

The June 21, 2007 version of the VVSG usability performance requirements are based on these results.    They are:
 seq req_subreq \r 0 \h 3.2.1.1-A Ballot Casting Performance

The system shall achieve a ballot casting rate of at least 98% as measured by the NIST VPP.
3.2.1.1-A

 seq req_subreq \r 0 \h  Correct Ballot Performance

The system shall achieve a correct ballot rate of at least 70% as measured by the NIST VPP.
3.2.1.1-B

 seq req_subreq \r 0 \h  Accuracy Index Performance

The system shall achieve an accuracy index of at least 0.35 as measured by the NIST VPP.
Reporting requirements in VVSG, Volume IV include reporting the above results and:

Voting Session Time
The test lab shall report the average voting session time, as measured by the NIST VPP.

Average Voter Confidence
The test lab shall report the average voter confidence, as measured by the NIST VPP.

8 Voter Performance Protocol (VPP)
This is an overview of the VPP we used.   Eventually intended for the VSTLs, this user test protocol will be described in much greater detail as the test methods in support of the VVSG are developed.
1. Ballot onto voting system.  The voting system vendor is responsible for putting the test ballot onto the system to be tested. 
2. Set up. Two machines are set up for each test: the machine being tested and a machine whose value on the test had been previously established. This is a way to calibrate the lab testing process.   For the validity and repeatability research described in this white paper, it was not necessary to use a validation machine, as we were not certifying systems to conform to the benchmarks, but proving the validity of our method and generating the benchmarks.
3. Participants and their demographics.  Participants are recruited for the test based on specific demographic characteristics of age, education, race, gender, and location.
4. Test environment.  The voting systems are installed in a lab under realistic but controlled conditions that make it easy for participant use (e.g., presence of a chair, appropriate lighting).  [[check spacing, bolding of numbers.]]
5. Method.
a. Participants arrive at the test lab, fill out the consent form, and wait in a room separate from the voting system until it is their turn to participate. They are provided with the overview of the test procedures (i.e., that they would be asked to enter specific votes provided to them, and that the test facilitator would not be able to assist them once they started)
b. When it is their turn to participate, a test facilitator shows them the voting system to which they are assigned and gives them the full voting instructions. The participants are also given any additional materials needed to use the specific voting system (e.g., access code, paper ballot, voting card) but they are not told how to use them.
c. To minimize interference in the measurement of usability, once the participant has begun the test, the facilitator's interaction with them is limited to the following statement: “I'm sorry but I'm not allowed to help you once you start. If you are having difficulties you can try to finish. If you are stuck and cannot continue, you can stop if you wish.”
d. Behind a mirrored glass, observers time the participants as they complete the voting task.
e. After the participant completes casting vote or stops, the facilitator directs the participant to a third room where another individual administers the post-test questions and compensates them for their participation.
6.  Data handling.  A tally is kept of all participants who fail to complete the voting task either by leaving prior to completion or by leaving believing they had completed the task but had not. For all participants that complete the voting task, the ballot data as counted by the system is entered into an Excel spreadsheet where they are tallied to determine the numbers of correct votes and the number of ballots cast without any errors. From these data, a comparison is made between the values obtained from the test validation machine and from previous values obtained for the same machine. If the comparison shows the data to be consistent, the test is considered valid and the analysis is performed on the system being tested. The data from the system being tested is converted into 95% confidence intervals for the three measures of interest (ballot casting rate, correct ballot rate, and accuracy index). Additional data, such as timing, post test questions, and demographic information, is entered into separate Excel spreadsheets for reporting.
9 Next steps

The research described in this white paper shows the validity and repeatability of our testing methodology and allows us to determine benchmarks and thus specify usability performance requirements for voting systems.   This methodology is technology-independent.  Any type of voting system that can implement the test ballot can be evaluated for conformance to these requirements.

To ensure that this methodology can be reproduced in any VSTL, we will be performing research to determine how precisely the test conditions must be followed as part of our work on VVSG test method development.  A large open is issue is that of demographics. For example, we do not know if there are regional differences that would produce different results, for example, do people in New York or Colorado perform differently.   This will require conducting additional benchmark tests in different regions of the country.   Future research will also consider testing accessible voting systems with specific populations of people with disabilities to see if our benchmarks will apply. [[add open issue of demographics based on earlier edit]]
Appendix
Test Ballot Specification 

Information applicable to whole ballot

	Date and Time 
	2004-nov-02, 7:00 AM to 8:00 PM 

	State 
	Maryland 

	County 
	Madison 

	Party Line Voting Method 
	Enabled for partisan contests 


Information applicable to every contest
	Full-term or partial-term election 
	Full-term 

	Voting Method 
	Simple vote for N candidate(s) - (i.e. no ranked voting) 


· Contest #0: 

	Title of Contest 
	Straight Party Vote 

	Partisanship 
	Partisan 

	Minimum Votes Allowed 
	0 

	Maximum Votes Allowed 
	1 

	Maximum Write-in Votes Allowed 
	0 


· Option #0.1: Blue 

· Option #0.2: Yellow 

· Option #0.3: Purple 

· Option #0.4: Orange 

· Option #0.5: Pink 

· Option #0.6: Gold 

· Option #0.7: Gray 

· Option #0.8: Aqua 

· Option #0.9: Brown 

· Contest #1: 

	Title of Office 
	President and Vice-President of the United States 

	District of Office 
	United States 

	Partisanship 
	Partisan 

	Minimum Votes Allowed 
	0 

	Maximum Votes Allowed 
	1 

	Maximum Write-in Votes Allowed 
	0 


· Candidate #1.1: Joseph Barchi and Joseph Hallaren / Blue 

· Candidate #1.2: Adam Cramer and Greg Vuocolo / Yellow 

· Candidate #1.3: Daniel Court and Amy Blumhardt / Purple 

· Candidate #1.4: Alvin Boone and James Lian / Orange 

· Candidate #1.5: Austin Hildebrand-MacDougall and James Garritty / Pink 

· Candidate #1.6: Martin Patterson and Clay Lariviere / Gold 

· Candidate #1.7: Elizabeth Harp and Antoine Jefferson / Gray 

· Candidate #1.8: Charles Layne and Andrew Kowalski / Aqua 

· Candidate #1.9: Marzena Pazgier and Welton Phelps / Brown

· Contest #2: 

	Title of Office 
	US Senate 

	District of Office 
	Statewide 

	Partisanship 
	Partisan 

	Minimum Votes Allowed 
	0 

	Maximum Votes Allowed 
	1 

	Maximum Write-in Votes Allowed 
	1 


· Candidate #2.1: Dennis Weiford / Blue 

· Candidate #2.2: Lloyd Garriss / Yellow 

· Candidate #2.3: Sylvia Wentworth-Farthington / Purple 

· Candidate #2.4: John Hewetson / Orange 

· Candidate #2.5: Victor Martinez / Pink 

· Candidate #2.6: Heather Portier / Gold 

· Candidate #2.7: David Platt / Gray 
· Contest #3: 

	Title of Office 
	US Representative 

	District of Office 
	6th Congressional District 

	Partisanship 
	Partisan 

	Minimum Votes Allowed 
	0 

	Maximum Votes Allowed 
	1 

	Maximum Write-in Votes Allowed 
	1 


· Candidate #3.1: Brad Plunkard / Blue 

· Candidate #3.2: Bruce Reeder / Yellow 

· Candidate #3.3: Brad Schott / Purple 

· Candidate #3.4: Glen Tawney / Orange 

· Candidate #3.5: Carroll Forrest / Pink 
· Contest #4: 

	Title of Office 
	Governor 

	District of Office 
	Statewide 

	Partisanship 
	Partisan 

	Minimum Votes Allowed 
	0 

	Maximum Votes Allowed 
	1 

	Maximum Write-in Votes Allowed 
	1 


Candidate #4.1: Charlene Franz / Blue 

· Candidate #4.2: Gerard Harris / Yellow 

· Candidate #4.3: Linda Bargmann / Purple 

· Candidate #4.4: Barbara Adcock / Orange 

· Candidate #4.5: Carrie Steel-Loy / Pink 

· Candidate #4.6: Frederick Sharp / Gold 

· Candidate #4.7: Alex Wallace /Gray

· Candidate #4.8: Barbara Williams / Aqua 

· Candidate #4.9: Althea Sharp / Brown

· Candidate #4.10: Douglas Alpern / Independent

· Candidate #4.11: Ann Windbeck / Independent 

· Candidate #4.12: Mike Greher / Independent 

· Candidate #4.13: Patricia Alexander / Independent 

· Candidate #4.14: Kenneth Mitchell / Independent 

· Candidate #4.15: Stan Lee / Independent

· Candidate #4.16: Henry Ash / Independent 

· Candidate #4.17: Karen Kennedy / Independent 

· Candidate #4.18: Van Jackson / Independent 

· Candidate #4.19: Debbie Brown / Independent 

· Candidate #4.20: Joseph Teller / Independent 

· Candidate #4.21: Greg Ward / Independent

· Candidate #4.22: Lou Murphy / Independent 

· Candidate #4.23: Jane Newman / Independent 

· Candidate #4.24: Jack Callanann / Independent 

· Candidate #4.25: Esther York / Independent

· Candidate #4.26: Glen Chandler / Independent 

· Candidate #4.27: Marcia Colgate / Independent 

· Candidate #4.28: Leslie Porter / Independent

· Candidate #4.29: Molly Dalton / Independent 

· Candidate #4.30: David Davis / Independent 

· Candidate #4.31: May Peterson / Independent 

· Candidate #4.32: Patricia Dawkins / Independent 

· Candidate #4.33: Suzanne Adams / Independent 

· Candidate #4.34: Mary Miller / Independent 

· Candidate #4.35: Rosalind Leigh / Independent 

· Candidate #4.36: Elaine Henry / Independent 

· Candidate #4.37: Gail Moses / Independent 

· Candidate #4.38: Daniel Jones / Independent 

· Candidate #4.39: Don Maybee / Independent 

· Candidate #4.40: Lillian Cohen / Independent 

· Candidate #4.41: Richard Mitchell / Independent 

· Candidate #4.42: Pat York  / Independent 

· Candidate #4.43: Linda Rappaport / Independent 

· Candidate #4.44: Mike Porter / Independent 

· Candidate #4.45: Margaret Sharp / Independent 

· Candidate #4.46: Cathy Steele / Independent 

· Candidate #4.47: Lawrence Smith / Independent 

· Candidate #4.48: Bill Kendrick / Independent 

· Candidate #4.49: Fred Stein / Independent 

· Candidate #4.50: Jerry Cole / Independent
· Contest #5: 

	Title of Office 
	Lieutenant-Governor 

	District of Office 
	Statewide 

	Partisanship 
	Partisan 

	Minimum Votes Allowed 
	0 

	Maximum Votes Allowed 
	1 

	Maximum Write-in Votes Allowed 
	1 


· Candidate #5.1: Chris Norberg / Blue 

· Candidate #5.2: Anthony Parks / Yellow 

· Candidate #5.3: Luis Garcia / Purple 

· Candidate #5.4: Charles Qualey / Orange 

· Candidate #5.5: George Hovis / Pink 

· Candidate #5.6: Burt Zirkle / Gold 
· Candidate #5.7: Brenda Davis / Gray 

· Candidate #5.8: Edward Freeman / Aqua 

· Candidate #5.9: Paul Swan / Brown

· Contest #6: 

	Title of Office 
	Registrar of Deeds 

	District of Office 
	Countywide 

	Partisanship 
	Partisan 

	Minimum Votes Allowed 
	0 

	Maximum Votes Allowed 
	1 

	Maximum Write-in Votes Allowed 
	1 


· Candidate #6.1: Laila Shamsi / Yellow
· Contest #7: 

	Title of Office 
	State Senator 

	District of Office 
	31st District 

	Partisanship 
	Partisan 

	Minimum Votes Allowed 
	0 

	Maximum Votes Allowed 
	1 

	Maximum Write-in Votes Allowed 
	1 


· Candidate #7.1: Edward Shiplett / Blue 

· Candidate #7.2: Marty Talarico / Yellow 
· Contest #8: 

	Title of Office 
	State Assemblyman 

	District of Office 
	54th District 

	Partisanship 
	Partisan 

	Minimum Votes Allowed 
	0 

	Maximum Votes Allowed 
	1 

	Maximum Write-in Votes Allowed 
	1 


· Candidate #8.1: Andrea Solis / Blue 

· Candidate #8.2: Amos Keller / Yellow 
· Contest #9: 

	Title of Office 
	County Commissioners 

	District of Office 
	Countywide 

	Partisanship 
	Partisan 

	Minimum Votes Allowed 
	0 

	Maximum Votes Allowed 
	5 

	Maximum Write-in Votes Allowed 
	5 


· Candidate #9.1: Camille Argent / Blue 

· Candidate #9.2: Chloe Witherspoon / Blue 

· Candidate #9.3: Clayton Bainbridge / Blue 

· Candidate #9.4: Amanda Marracini / Yellow 

· Candidate #9.5: Charlene Hennessey / Yellow 

· Candidate #9.6: Eric Savoy / Yellow 

· Candidate #9.7: Sheila Moskowitz / Purple 

· Candidate #9.8: Mary Tawa / Purple 

· Candidate #9.9: Damian Rangel / Purple 

· Candidate #9.10: Valarie Altman / Orange 

· Candidate #9.11: Helen Moore / Orange 

· Candidate #9.12: John White / Orange 

· Candidate #9.13: Joe Lee / Pink 

· Candidate #9.14: Joe Barry / Pink

· Candidate #9.15 Martin Schreiner / Gray 

· Contest #10: 

	Title of Office 
	Court of Appeals Judge 

	District of Office 
	Statewide, 4th seat 

	Partisanship 
	Non-partisan 

	Minimum Votes Allowed 
	0 

	Maximum Votes Allowed 
	1 

	Maximum Write-in Votes Allowed 
	1 


· Candidate #10.1: Michael Marchesani 
· Contest #11: 

	Title of Office 
	Water Commissioners 

	District of Office 
	City of Springfield 

	Partisanship 
	Partisan 

	Minimum Votes Allowed 
	0 

	Maximum Votes Allowed 
	2 

	Maximum Write-in Votes Allowed 
	2 


· Candidate #11.1: Orville White / Blue 

· Candidate #11.2: Gregory Seldon / Yellow 
· Contest #12: 

	Title of Office 
	City Council 

	District of Office 
	City of Springfield 

	Partisanship 
	Partisan 

	Minimum Votes Allowed 
	0 

	Maximum Votes Allowed 
	4 

	Maximum Write-in Votes Allowed 
	4 


· Candidate #12.1: Harvey Eagle / Blue 

· Candidate #12.2: Randall Rupp / Blue 

· Candidate #12.3: Carroll Shry / Blue
· Candidate #12.4: Beverly Barker / Yellow 

· Candidate #12.5: Donald Davis / Yellow 

· Candidate #12.6: Hugh Smith / Yellow 

· Candidate #12.7: Reid Feister / Yellow 
· Retention Question #1: 

	Wording of Question 
	Retain Robert Demergue as Chief Justice of the Supreme Court? 


· Retention Question #2: 

	Wording of Question 
	Retain Elmer Hull as Associate Justice of the Supreme Court? 


· Referendum #1: 

	Title of proposition 
	PROPOSED CONSTITUTIONAL AMENDMENT C 

	Wording of proposition 
	Shall there be amendments to the State constitution intended to have the collective effect of ensuring the separation of governmental power among the three branches of state government: the legislative branch, the executive branch and the judicial branch? 

a. Article III, Section 6 of the Constitution shall be amended to read as follows: 

Section 6. Holding of offices under other governments. - Senators and representatives not to hold other appointed offices under state government. --No person holding any office under the government of the United States, or of any other state or country, shall act as a general officer or as a member of the general assembly, unless at the time of taking such engagement that person shall have resigned the office under such government; and if any general officer, senator, representative, or judge shall, after election and engagement, accept any appointment under any other government, the office under this shall be immediately vacated; but this restriction shall not apply to any person appointed to take deposition or acknowledgement of deeds, or other legal instruments, by the authority of any other state or country. 

No senator or representative shall, during the time for which he or she was elected, be appointed to any state office, board, commission or other state or quasi-public entity exercising executive power under the laws of this state, and no person holding any executive office or serving as a member of any board, commission or other state or quasi-public entity exercising executive power under the laws of this state shall be a member of the senate or the house of representatives during his or her continuance in such office. 

b. Article V of the Constitution shall be amended to read as follows: The powers of the government shall be distributed into three (3) separate and distinct departments: the legislative, the executive and the judicial. 

c. Article VI, Section 10 of the Constitution shall be deleted in its entirety. 

d. Article IX, Section 5 of the Constitution shall be amended to read as follows: 

Section 5. Powers of appointment.- The governor shall, by and with the advice and consent of the senate, appoint all officers of the state whose appointment is not herein otherwise provided for and all members of any board, commission or other state or quasi-public entity which exercises executive power under the laws of this state; but the general assembly may by law vest the appointment of such inferior officers, as they deem proper, in the governor, or within their respective departments in the other general officers, the judiciary or in the heads of departments.


· Referendum #2: 

	Title of proposition 
	PROPOSED CONSTITUTIONAL AMENDMENT D 

	Wording of proposition 
	Shall there be an amendment to the State constitution concerning recovery of damages relating to construction of real property improvements, and, in connection therewith, prohibiting laws that limit or impair a property owner's right to recover damages caused by a failure to construct an improvement in a good and workmanlike manner; defining "good and workmanlike manner" to include construction that is suitable for its intended purposes; and permitting exceptions for laws that limit punitive damages, afford governmental immunity, or impose time limits of specified minimum lengths on filing lawsuits? 


· Referendum #3: 

	Title of proposition 
	PROPOSED CONSTITUTIONAL AMENDMENT H 

	Wording of proposition 
	Shall there be an amendment to the State constitution allowing the State legislature to enact laws limiting the amount of damages for noneconomic loss that could be awarded for injury or death caused by a health care provider? "Noneconomic loss" generally includes, but is not limited to, losses such as pain and suffering, inconvenience, mental anguish, loss of capacity for enjoyment of life, loss of consortium, and other losses the claimant is entitled to recover as damages under general law. 

This amendment will not in any way affect the recovery of damages for ecomonic loss under State law. "Economic loss" generally includes, but is not limited to, monetary losses such as past and future medical expenses, loss of past and future earnings, loss of use of property, costs of repair or replacement, the economic value of domestic services, loss of employment or business opportunities. This amendment will not in any way affect the recovery of any additional damages known under State law as exemplary or punitive damages, which are damages allowed by law to punish a defendant and to deter persons from engaging in similar conduct in the future. 


· Referendum #4: 

	Title of proposition 
	PROPOSED CONSTITUTIONAL AMENDMENT K 

	Wording of proposition 
	Shall there be an amendment to the State constitution authorizing Madison and Fromwit Counties to hold referenda on whether to authorize slot machines in existing, licensed parimutuel facilities (thoroughbred and harness racing, greyhound racing, and jai alai) that have conducted live racing or games in that county during each of the last two calendar years before effective date of this amendment? The Legislature may tax slot machine revenues, and any such taxes must supplement public education funding statewide. Requires implementing legislation. 

This amendment alone has no fiscal impact on government. If slot machines are authorized in Madison or Fromwit counties, governmental costs associated with additional gambling will increase by an unknown amount and local sales tax-related revenues will be reduced by $5 milliion to $8 million annually. If the Legislature also chooses to tax slot machine revenues, state tax revenues from Madison and Fromwit counties combined would range from $200 million to $500 million annually. 


· Referendum #5
	Title of proposition 
	BALLOT MEASURE 101: Open Primaries 

	Wording of proposition 
	Requires primary elections where voters may vote for any state or federal candidate regardless of party registration of voter or candidate. The two primary-election candidates receiving most votes for an office, whether they are candidates with no party or members of same or different party, would be listed on general election ballot. Exempts presidential nominations. Fiscal Impact: No significant net fiscal effect on state and local governments. 


· Referendum #6: 

	Title of proposition 
	BALLOT MEASURE 106: Limits on Private Enforcement of Unfair Business Competition Laws 

	Wording of proposition 
	Allows individual or class action "unfair business" lawsuits only if actual loss suffered; only government officials may enforce these laws on public's behalf. Fiscal Impact: Unknown state fiscal impact depending on whether the measure increases or decreases court workload and the extent to which diverted funds are replaced. Unknown potential costs to local governments, depending on the extent to which diverted funds are replaced. 


End of logical specification for Test Ballot Specification. 







� The capability index (accuracy index) is calculated based on the mean, standard deviation, and the selected lower standard level.  Its approximate 95 % confidence interval is a mathematical derivation dependent on the calculated Cpl and the N, the sample size when N is large. 


� The reader can perform the calculations for this example at � HYPERLINK "http://www.measuringusability.com/wald.htm" ��http://www.measuringusability.com/wald.htm�  using the calculator and the Adjusted Wald confidence interval.


� It should be noted that, since the accuracy index combines the mean and standard deviation, is not necessary for a machine to meet these individual requirements for the mean and standard deviation provided the calculated accuracy index is acceptable.


� 2-3 references to hernnson, Conrad, Byrnes, 


�A Cpl such as the accuracy index needs 100 participants to be able to assume a normal distribution for the purposes of measuring a system for conformance to a benchmark. 


� byrnes


� The Mann-Whitney test, a nonparametric statistical analysis approach, was used because the performance data was not normally distributed.  
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