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ABSTRACT
This paper describes a continuous-mixture statistical model for word
occurrence frequencies in documents, and the application of that
model to the TDT topic identification tasks. This model was origi-
nally proposed by Gillick [1] as a means to account for variation in
word frequencies across documents more accurately than the bino-
mial and multinomial models. Further mathematical development of
the model will be presented, along with performance results on the
DARPA TDT December 1998 Evaluation Tracking Task. Applica-
tion to the Detection Task will also be discussed.

1. INTRODUCTION
Previous work at Dragon Systems on topic identification tasks
has consistently followed a theme of defining document sim-
ilarity using statistical measures [1, 2, 3, 4, 5, 6]. To elabo-
rate, for a given document collection we construct a statistical
model for the frequencies with which words (or other surface
features, such as bigrams) occur in documents drawn from
that collections. For example, we construct a model for the
set of documents which are considered to be relevant to a par-
ticular topic, or we construct a model for the entire space of
possible documents (abackgroundmodel). The method of
construction which we have generally employed is the fitting
of a parametric model to a (hopefully) representative sample
of documents from the target set. In the cases just mentioned,
we would fit parameters for a selection of known on-topic
documents to prepare a topic model, or fit parameters for
the entire available corpus to produce the background model.
Once this is done, decision criteria for assessing relevance of
a given document are formulated by using standard statistical
tests, usually involving probability ratios.

This approach provides the potential to develop both a term-
weighting function and a document similarity measure from a
single theoretical basis, this basis being an optimization prob-
lem expressed directly in terms of the likelihood of success of
the decision procedure applied to the target task.

The statistical formulation has a long history in the informa-
tion retrieval field. An often-cited paper on this subject is
by Robertson and Spark Jones in 1976 [7], but work more
relevant to the line of discussion in the present paper is by
Harter in 1975 [8, 9]. However, it appears to the author
that other, ad hoc, term weights and similarity measures are

currently in favor in the IR community. If this is so, one
is led to ask the question of why an approach with a more
complete theoretical underpinning has so far been unable to
demonstrate superior performance. One reason that this may
have occurred is that the underlying statistical models chosen
so far by researchers in this area do not faithfully represent
the actual way in which words are distributed across docu-
ments. It may be that the ad hoc formulations are, in fact,
empirically-derived approximations to the right model (or, at
least, a more correct model). Consequently, these formula-
tions produce better results than more theoretically-motivated
methods based on the wrong model.

In Dragon’s own work in this field we have focused almost
exclusively on the use of a multinomial distribution (or the
special case of the binomial distribution) as the parametric
family of statistical models, motivated partly by our success-
ful use of such models for speech recognition. However, this
model has a defect: it assumes that every word in every doc-
ument from the same source (for example, a topic) is drawn
from the same distribution. Document-to-document variation
in word frequency is allowed consistent with that distribution,
but no variation is allowed in the distribution itself. In speech
recognition, with its emphasis on forward-in-time processing
of words, an adjustment to the multinomial to account for this
deficiency is often made by allowing the distribution toadapt
as it proceeds.

For document analysis, we can phrase this adaptation in a
different way. It is proposed that every document is char-
acterized by adifferentmember of some family of distribu-
tions, such as the multinomial, even for documents arising
from the same source. Then the source may be characterized
by which members of the family are available for describing
documents from that source, together possibly with informa-
tion about how likely each of the members is to be chosen.
This is just mixture modeling: the probability of observing a
word a given number of times in a document is a weighted
sum of the probabilities assigned to the observation by the
eligible members of the family.

Indeed, such a formulation was suggested by Larry Gillick
at a DARPA-sponsored conference in 1990 [1]. In his pro-
posal, the model family was the binomial distribution param-



eterized by the expected relative frequency of occurrencep,
0 � p � 1. (Note that this approach focuses attention on
just one vocabulary word at a time.) For any source, all fam-
ily members are eligible, that is, any value ofp is allowed.
Sources differ in the weights assigned to these different mem-
bers. Since there are an uncountably infinite number of these
weights, they cannot be estimated from any amount of train-
ing data. So, the weights are themselves restricted to be a
function of a small number of parameters. For reasons of
mathematical convenience, the function was chosen to be the
well-known Beta distribution (see, for example, pp. 592ff.
in [11]). Mathematically, the mixture probability for observ-
ing n occurrences of a wordw in a document of sizes was
written:
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whereP Betais the Beta density, usually written as
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With respect to a wordw, a source is characterized simply
by the two parameters�w and�w. This model bears a rela-
tionship to the 2-Poisson model of Harter [8, 9] which used
a 2-component mixture of Poisson distributions instead of bi-
nomials, and to the continuous Gamma-Poisson mixture em-
ployed by Burrell [10].

A non-parametric approach to account for document variabil-
ity within a source through the use of mixtures was used by
Peskin and Gillick [3, 4, 5], in which the method was used
to improve the reliability of keyword selection for use in a
multinomial model.

2. SOME PROPERTIES OF THE MODEL
During the course of the research which is described in the
current paper, it soon became apparent that a more convenient
pair of parameters than the standard� and� are
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� was chosen as a parameter because of the well-known re-
sult [11] that it is the expected value forp drawn from the
distributionP Beta( p j �; � ). The motivation for the other
parameter,�, was that as�; � ! 1 with � fixed, the distri-
bution (1) tends to the binomial. Since the binomial limit is

the MLE estimate for some simple cases (for example, one
document), it seemed numerically safer if the corresponding
parameter values were finite—in this case,� = 0.

The value of� is related to the variance of the distribution
through the formula

Var Beta( p j �; � ) = � (1� �)
�
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It is also not hard to calculate the expected value and variance
for the mixture output distribution of equation (1):
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3. ESTIMATING � AND �

For estimating a model for a given vocabulary wordw from
training data, a collection ofK documents consists simply of
a vector of document lengthss = fs1; : : : ; sKg and a vector
of counts forw in those documentsnw = fn1w; : : : ; nKwg.
(For notation here, boldface type indicates a vector with one
component for eachdocument. The subscriptw is not the
subscript along the vector components, but indicates that the
entire vector is associated with wordw.) Then we use the
Maximum Likelihood Estimate (MLE) to determineprelimi-
naryestimates for the parameters�w and�w:

(�̂w; �̂w) = argmax
0���1;��0

flogP (nwjs; �; �)g (8)

where the probability of the document set can be calculated
from the probabilities (1) for the individual documents (using
the change of parameters specified by equation (4)):

logP (nwjs; �; �) =

KX
k=1

logP (nkw jsk; �; �) (9)

The optimization problem (8) in two dimensions can be
solved numerically through fairly standard techniques.

It should be noted that this is an unsmoothed estimate; that
is, there is no place in it for prior data or prior information
about the likelihood of the possible values for(�w; �w). This
means one has to worry about data sparsity. It was anticipated
early that incorporation of prior statistics into the formulation
would be necessary, but unfortunately this extension to the
analysis was not completed by the time of the evaluation. So,
some “quick and dirty” adjustments were formulated to ac-
count for the most serious deficits observed.

Tracking experiments as described in Sections 4 and 5 be-
low were run and the results were analyzed for both back-
ground models (trained from thousands of documents) and



topic models (trained from a few documents). Two types of
data sparsity problems were observed, both of which have the
consequence that the MLE value for�̂w is 0, and hence that
the resulting distribution is binomial:

a. A word which never occurs more than once per docu-
ment in the training data. This can easily happenby
chancefor a rare word, and given the number of rare
words (especially for the background model), therewill
be many for which it happens. The problem is that the
binomial assigns too little probability to the event that
the word occurs two or more times in a document.

b. Too little training data. Few, small training documents
don’t provide enough evidence to refute the binomial
assumption. Test documents will then be too harshly
penalized for deviations from the expected number of
counts. This problem occurred most commonly for the
topic models.

Correction for these artifacts was accomplished by the expe-
dient of increasing�w from its MLE value. The expressions
used for these adjustments were
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K+
w is the number of documents in whichw occurs at least

once, andQ and�2
min

are adjustable parameters (the values
Q = 0:001 and�2

min
= 2 were used for the TDT evalua-

tion). While the detailed derivations will not be presented
here, conditions (10) and (11) respectively address situations
(a) and (b).

4. APPLICATION TO TRACKING
In the TDT2 Tracking task, a system is presented with a num-
berNt of topic trainingstories which are known to concern a
given target topic. It must then successively examine each of
a set oftest stories, assign a numerical relevance value, and
also issue a “hard” on-topic/off-topic decision. The task spec-
ification also makes available to the system a large number of
contemporaneous stories certified to be off-topic. Unsuper-
vised adaptation of the system as the test data is processed
is permitted. External data (with certain restrictions) may be
used to prepare the system.

To test the model presented in this paper, a simple system was
implemented. This system does not use the certified off-topic
training material, and does not adapt on the test data. The
only external data used was the TDT2 January-February data

(about 20K stories), which we shall call thebackground train-
ing setto distinguish it from theNt topic training stories. A
fixed vocabularyV of sizeNV words is used, which is (ap-
proximately) the set of all words occurring in the background
set. There wasno pre-defined “stop list” of words excluded
from the computation. We have carried out experiments for
the standard case ofNt=4.

A background modelMB = f(�B
1
; �B

1
); : : : ; (�BNV

; �BNV
)g

was calculated using the background training stories desig-
nated “NEWS” (about 15K),DB . The sameMB is used for
all topics. Then for a topicT , a modelMT is constructed
from theNt topic training storiesDT . Next, a keyword list
V T was defined as the subset ofV consisting of words which
appear both in the topic and in the background training, and
for which the topic model assigns a probability to the topic
training data higher by a factor oftkey than background:

V T = f w 2 V j (w 2 DT ) ^ (w 2 DB) ^

P (DT j�Tw; �
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A documentd of sizes(d) with word countsn(d)w is evaluated
for relevance based on the following score, which is the log
product of the topic/background probability ratio computed
according to each of the keywords:
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This is the score that we report in our TDT Tracking results,
and our hard decision is based on comparing this against a
fixed, topic-independent threshold.ST is something like a
log probability ratio, but it is not exactly that, because it does
not account for the interdependence of the word counts. For
example,ST would assign probability to a collection of word
countsn(d)w whose sum exceeded the total document length.

5. TRACKING RESULTS
The system was tested on the TDT2 development test data
comprising a mixture of text and automatically transcribed
broadcast news sources. There are 17 topics in the standard
DARPA-defined task. Each topic has 4 training stories. The
number of test stories that the system must examine varies
from about 4000 to about 17,000 for the different topics, and
the number of on-topic targets varies from 1 to 140. The stan-
dard presentation of results as defined by the TDT scoring
software (version 0.5) is shown below.

In Figure 1, we show the performance results for a track-
ing run using the Beta Model but without the adjustments
described in equations (10)–(12), and using different values
for the keyword thresholdtkey. The solid line is the “best”
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Figure 1: Tracking Results, Unadjusted Beta Model.

curve for low values of the false alarm rate, corresponding
to the valueloge tkey = 2. In Figure 2, the improvement in
performance to theloge tkey = 2 case when the adjustments
(10)–(12) are used is depicted. The value forQ is fixed at
0.001 for all curves, and the background model is computed
with (�B

min
)2 = 1. The value of(�T

min
)2 for the topic model

is set as indicated. The curve for the unadjusted model and
the same value oftkey is also shown for comparison.
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Figure 2: Tracking Results, Adjusted Beta Model.

Figure 3 shows a direct comparison between two identical
systems differing only in the basic statistical model, one us-
ing the Binomial (denoted by the upper dashed curve and
the label “Simple Binomial”) and the other using the Beta-
Binomial Mixture (the solid curve, “Simple Beta”). So that
the comparison would not be confounded by differing lengths
for the keyword lists in the two models, which would be af-
fected by the absolute scale of the probabilities, the keyword
selection procedure was changed: instead of determining the
number of keywords using a threshold cutoff, a pre-specified
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Figure 3: Tracking Results, Binomial vs. Beta.

length was used. In the plot shown, the length was fixed at
30; similar results were obtained at 15 and 60. It is clear that
the Beta-Binomial system performs substantially better than
the Binomial system.

As another comparison, Figure 3 also shows the results
from Dragon’s multinomial-based tracking system (the dot-
ted curve labeled “Full Multinomial”) as reported by Yamron
[12]. It can be seen that the Beta Model system performs bet-
ter at low false alarm rates, though it still has some trouble in
the low miss rate regime. Nevertheless, given the early stage
of development of the Beta Model tracker, this result is very
encouraging. It should be noted that the standard TDT figure
of merit,C trk, gave the edge to the Beta system in the de-
velopment test experiment just described, and consequently
Dragon designated it as the primary system for the December
1998 Evaluation.

It is clear from these experiments that the flexibility derived
from the Beta-Binomial Mixture Model can be used to obtain
superior performance over the conventional Binomial Model.
It should be kept in mind, when comparing the quantitative re-
sults presented here with other systems, that the experiments
so far are based on a very simple implementation. Continued
work should lead to further improvements.

6. APPLICATION TO DETECTION

The TDT detection task requires that a system examine a se-
quence of documents and partition them into groups. The
precise rules for the DARPA evaluation permits a com-
plex, peristaltic processing of the documents and reporting
of group assignments. Dragon currently has a multinomial-
based system that performs this task. In addition to its basic
document-simularity calculation, this system also includes a
time penalty adjustment, and the system thresholds have been
substantially tuned.



The principal problem for the Beta-Binomial Mixture model
in this application is speed. The parameter estimation takes
much longer than for the multinomial model, and our detec-
tion algorithm requires repeated estimation of the parameters
as documents are tentatively inserted into and removed from
clusters. To reduce the work load, the Beta-based system was
configured to make an immediate decision when it first en-
counters a story. This behavior is acceptable under the pro-
cessing rules, but the system places itself at a disadvantage
by not awaiting more information before committing itself to
a decision.

The results on the development test compared with the same
system that Dragon used for the evaluation are shown in the
table below. (Thanks to Ira Carp for the Evaluation sys-
tem figures.) Miss and false alarm rates are presented, along
with the standard TDT detection performance measureC det.
Both story- and topic-weighted figures are given. For detec-
tion, the more elaborate earlier system wasnotoutperformed
by the Beta system, although the latter did not do too badly.
As with the tracking task, it should be recalled that this is still
a primitive implementation of the basic statistical model, and
that substantial further improvements can be anticipated.

Full Eval Simplified
Multinomial Beta-Binomial

Story Wt Topic Wt Story Wt Topic Wt
P(Miss) 0.1363 0.0875 0.1750 0.1438
P(Fa) 0.0006 0.0006 0.0011 0.0011
C det 0.0033 0.0023 0.0046 0.0040

Table 1. Detection Performance, Multinomial vs. Beta.

7. CONCLUSIONS AND FUTURE WORK
The Beta-Binomial Mixture Model shows considerable
promise on the TDT Tracking and Detection tasks, though
there is still considerable room for improvement. Areas in
which we hope to make progress in the near future are:

� Replacements for thead hocadjustments (10)–(12) need
to be determined from a more thorough analysis of data.

� Features other than word counts, such as bigrams and
word co-occurrences, will be explored.

� The calculation for estimating the parameters� and�
has now been reformulated in a way that should sub-
stantially accelerate processing of large clusters. This
should permit the detection task to be revisited.
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