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ABSTRACT case. Another possibility is that this test set is intrinsically easier, or

In this paper, we contrast the two tasks of named entity extractiof® Petter matched to the training than in the MUC-7 case.

from speech and text both qualitatively and quantitatively in the Con'Second, we used exactly the same training data, modeling, and de-

coding processing for the 0% WER speech as for the errorful speech.

She only adjustment we made to use the system on speech test data

tem’s failures and successes. We explore the effects of word ermQlas to reprocess the training data into SNOR format. Using this

r_ate, loss of textual clues, amount of training data, changes in gu'deépproach there were no rules to rewrite, no lists to change, and no
lines, and out-of-vocabulary errors.

vocabulary adjustments. Even so, the degradation in performance
on speech output is substantially less than the speech WER. This
1. Introduction approach is thus effective and inexpensive.

BBN used the IdentiFinder(tm) system (described in [1]) to performrpirq 15 adjust our system to the domain of Broadcast News, we
the Named-Entity extraction spoke of the 1998 Hub4 DARPA eval-5ngtated 175 hours of training data. The annotation was performed
uation. We annotated with named-entity markup the 175 hours of,;, «lege students without any specialized knowledge in compu-
Broadcast News acoustic modelling data, and trained IdentiFinder'g;;ional linguistics. Because annotation can be performed quickly
statistical models on it. In test, IdentiFinder segmented the input text g inexpensively by non-experts, training-based systems like Iden-
into paragraphs by splitting at story boundaries (when working fromy;ringer hold a powerful advantage in moving to new languages and
text) or at 1 second silences (when working from speech). new domains. We estimate that the annotation process took one
tperson-month of annotator time per 500,00 words, including dou-

Table 1 shows our official evaluation results for all five transcrip ble annotation, adjudication, test-on-train cycles, and supervision.

conditions. The word error rates (WER) of these transcripts va ' . ;
from 0% to 28.3%, and in all cases the transcript uses SNOR inpu he first 100 hours of transcribed data required less than two person

(all upper case text with minimal punctuation) months, a_nd was m_ade available to _the community and used by all
’ sites in this evaluation. The remaining 75 hours of data were not

We offer three top level observations about these results. ready in time for general distribution, but will be made available as

soon as possible.

First, the scores on this evaluation set are very good. The 90.6 ) _ ) )

achieved on 0% WER speech output is the same performanc-éhe remainder of this paper presents experiments supporting the

achieved on the MUC-7 New York Times data. This is a p|eas_comm(_ents above, and explores many of the points more thoroughly.

ant surprise, since the NYT data was mixed case, had complet’@ particular, we focus on the effects of word error rate, loss of tex-

and consistent punctuation, and used digit strings to represent mafy@! clues, out-of-vocabulary errors, amount of training data, and

dates, times, and dollar amounts. The absence of these clues shoili¢orporating prior knowledge.

make the 0% WER speech problem substantially harder. Indeed, we

show in Section 3 that restoring case and punctuation information

to Broadcast News data raises performance by about 3.4% absolute. 2. Effect of WER

One possible reason for the higher accuracy is that the change Ifhe evaluation results presented in Table 1 are plotted in Figure 1.

annotation guidelines from MUC-7 to Hub4-IE has made the taskWhile these data are too scant to make any firm conclusions, it ap-

easier, but measurements (see Section 4) show this not to be tpears that the F-measure degrades linearly with increased word error

rate, with a slope of 0.7 points of F-measure lost per 1% of addi-

tional word error rate. This hypothesis is substantially bolstered by

the results NIST has reported ([4]) when using IdentiFinder (trained

Transcript| WER | F on different data) as the reference tagger for the 1998 Hub4 evalua-
Reference| 0.0% | 90.6 tion. Figure 2 shows IdentiFinder’s performance on all the primary
Baselinel| 13.5% | 81.5 and 10X-spoke systems for this evaluation. The interpolated line has
Baseline2| 14.5% | 82.6 been fit to the errorful transcripts, and then extrapolated out to 0%
Baseline3| 28.3% | 70.3 WER speech. As can be seen, the line fits the data extremely well,
BBN1 14.7% | 82.2 and has the same slope of 0.7 points of F-measure lost for each ad-

_ ~ditional 1% of word error rate. The fact that the extrapolated line
Table 1: F-measures for BBN's tagger on various eval98 transcriptsslightly overestimates the actual performance at 0% WER (given by
a A) indicates that the degradation must be sub-linear in the range



BBN NE Performance is linear with Word Error Rate NE Performance is linear with Word Error Rate

T T T T T 92— T T T T
~ ) ~
FEREN + +  BBN submission (various transcripts) ~ x x Primary Hub4-98 systems
~ ~
90 N 1 oF & N o O 10X Spoke systems B
RS SO A A Human reference transcript
N N
S 88l S |
~ ~
~ ~
~
ES AN 1 86 AN B
N N
~ ~
e 84l N 4
ok N
o x
¢ 80l AN 4 s N
£ ~ E ool O i
L h €8 5S¢
~ ~
\\ > ~
< 781 « x B
S O x
~
L = i 9 ~ i
751 Slope = -0.714 points of F measure per 1% word error S 761 Slope = ~0.710 points of F measure per 1% word error \(j B
> N ~ N X
~ ~
~ 74+ ~ .
~ o~
~ ~
~ ~
L + Y 721 SO
70 oN L
. . . . . . 70— . . . . .
0 5 10 15 20 25 30 0 5 10 15 20 25 30

Word error rate (Hub4 Eval 98) Word error rate (Hub4 Eval 98)
Figure 1: BBN named-entity performance as a function of word er-Figure 2: IdentiFinder named-entity performance as a function of
ror rate word error rate (as reported by NIST)

0-15% WER. formance by 1.4 points. The loss from removing both features is 3.4
- ] _points, less than the sum of the individual degradations. Thissug-
That IdentiFinder's performance degrades (at worst) linearly withgests that there are some events where both mixed case and punctu-

a slope of 0.7 implies that not every speech error causes a nameglion are required to lead IdentiFinder to the correct answer.
entity error. This is in some way a measure of ldentiFinder’s abil-

ity to label a word string correctly despite the fact that some of theit should be noted that becuase the data are transcriptions of speech,
words in that string are mis-transcribed. It is IdentiFinder’s ability no version of the corpus contains all the textual clues that would
to use word contexts that makes this compensation possible, andappear in newspaper text like the MUC-7 NYT data. In particu-

is IdentiFinder’s reliance on local contexts only that prevents the eftar, numbers are written out in words as they would be spoken, not
fect of an incorrectly transcribed word from propogating out to therepresented using digits, and abbreviations such as “Dr.”, “Jr.” or
labelling of the full sentence. “Sept.” are expanded out to their full spoken word. We conclude
that the degradation in performance going from newspaper text to
SNOR recognizer output is at least 3.4 points in the 0% WER case,

3. Effect of Textual Clues ol
N and probably more due to these other missing text clues.
The output of the Byblos speech recognizer is in SNOR format, a

format which is largely unpunctuated and in all capital letters (apos- . . .
trophes and periodgs after spoken letters are preserved). When |denti- 4. Effect of New Annotation Guidelines

Finder runs on ordinary text, it uses punctutaion and capitalization ashe annotation guidelines for the 1998 Hub4-IE spoke differ some-
features that contribute to its decisions. In order to learn how muchwhat from those used in the MUC-6 and MUC-7 evaluations ([2, 3]).
degradation in performance was caused by the absence of these f@de major changes involve the treatment of relative times (e.g. “to-
tures from SNOR format, we performed the following experiment.day”, “last month”) and the treatment of artifacts (e.g. when is
We took a corpus that had full punctuation and mixed case and préfNew York Times” an organization and when not?). Because we had
processed it to make three new versions: one with all upper caspreviously annotated the second 100 hours of the Broadcast News
letters but punctuation preserved, one with original casing but punceata following the MUC-7 guidelines, we were able to measure the
tuation marks removed, and one with both case and punctuation rehange in performance caused by the change in annotation guide-
moved. We then partitioned all four versions of the corpus into aines. We did not have a version of the 1998 evaluation transcripts
training set and a held-out test set, using the same partition in all

four versions, and measured IdentiFinder’s performance.

The corpus we used was the transcriptions of the second 100 hours Mixed | Upper
of the Broadcast News acoustic modelling data, comprising 114 case | case
episodes. We partitioned this data to form a training set of 98 with punctuation 92.4 90.1
episodes (640,000 words) and a test set of 16 episodes (130,000 without punctuation| 91.0 89.0

words). Because the test transcriptions were created by humans,

they have a 0% word error rate. The results are shown in Table 2lable 2: Effect of case and punctuation on performance. F-measure

The removal of case information has the greater effect, reducing pesn 130K words of held-out Broadcast News data.

formance by 2.3 points, while the loss of punctuation reduces per-



guldellnes F-measur ) o Performance improves logarithmically with number of training words
T T

MUC-7 89.26
1998 HUB4-IE  89.03 %o 1
Table 3: Performance under different annotation guidelines. Testse *| i
held-out from second 100 hours of training. g6l i
84 -
§82* i

annotated by the old rules, so we instead tested on a held out pad
tion of the training, following the partition described in Section 3.

We preprocessed the data to conform to SNOR format rules, strig 4|
ping punctuation and upcasing all the letters. The results are tht

80

comparable to 0% WER speech data. 76 1
We trained two models, one with the data annotated according t " oo ° O QnweR evalss ||
the MUC-7 rules, and one with the data annotated according to th ,, . L = )
Hub4-IE rules. We tested with each model, and scored each res. % 0 0 10

Number of training words (log scale)

using a reference key annotated with the matching rules. As Table 3

shows, perfomance on the task was essentially the same —only 0.2f4qre 3: Performance as a function of training data. Eval 1998
harder under the new rules. “known reference” and BBN primary submission test sets.

5. Out of Vocabulary rates for Names

It is generally agreed that out-of-vocabulary (OOV) words do not

have a major impact on the word error rate achieved by large voperformance from speech.

cabulary speech recognizers doing transcription. The reason is that

speech lexicons are designed to include the most frequent words, .. !
thus ensuring that OOV words will represent only a small fraction 6. Effect of training set size

Of the WOde in any test set. HOWeVer, \_NQ haVe seen that the OOWe have previously reported that for text’ performance goes up
rate for words that are part of nar_ned-entltles can be as much as af%ugmy logarithmically with the amount of training data ([1]). We
tor of ten greater than the baseline OOV for non-name words. Thiiave remeasured this in the context of speech and found that the
could make OOV a major problem for NE extraction from speech. trend holds for 15% WER test data as well as for 0% WER input, but
ith a different constant as the growth rate. We constructed small
aining sets of various size by randomly selecting sets of 6, 12, 25,
nd 49 episodes from the second 100 hours of annotated Broadcast
News training data. We also defined a training set of 98 episodes
from the second 100 hours, as well as sets containing the full 98
%hisodes plus some or all of the first 100 hours of Broadcast News
%raining. Our largest training set contained 1.2 million words, and
our smallest a mere 30,000 words. All training data were converted

Most modern speech recognizers employ a vocabulary of roughl)tzO SNOR format.
60,000 words; using a larger lexicon introduces more errors fron}:

. lexity than it f h h enl d bul It or each training set, we trained a separate IdentiFinder model
acoustic perplexity than It fixes through enlarged vocabulary. It 1S,y o\ajyated it on two versions of the 1998 Hub4-IE data — the

clear f.r(.)m the table that the (_)nly name category th_at might suffefyo, \wER transcription created by a human, and the BBN Byblos-
a S|gn|f|caqt OO.V problem with a 60K vocabulary is PERSONS‘ roduced 15% WIFE)_R transcript._'lyhe resu_lts are pIotte_d _in Figyure 3.
One might imagine that a more carefully_cons_tructe(_j Iexm_on_ coul he slopes of the interpolated lines predict that IdentiFinder’s per-
reduce the OOV rate for PERSQNS while still staying W'th'n. the formance on 15% WER speech will increase by 1.5 points for each
Sgé(z:gz(\;\éodrdirl1lT1I’:1.\/:_r|1(g)]\,\$1\ée:1,;r\r?aen(;fo?/giz\éirlgfdaselgfrrlsgu(aeon}f:ylfélril%rr] a ditio_nal doubling (_)f the training Qata, while performanc_e goes up
120K word lexicon (which contains roughly 40,000 more proper -8 points per doubling of the training for perfect speech irfput.
names than the 60K lexicon), it would reduce the PERSON OOVpne possible explanation for the difference in slope of the two lines
rate by only 4% absolute. is that the real value of increasing the training set lies in increasing

. the number of distinct rare names that appear. Once an example is
Given that PERSONs account for roughly 50% of the namednm the training, IdentiFinder is able to extract it and use it in test.

ent_ltles, t_he maximum gain in F measure r_;wallable for dpubllng thq—|owever, when the test data is recognizer output, the rare names are
lexicon size is 2 points. Moreover, this gain would require that ev-

ery PER.SON name add(_ad to the vocabulary be recqgnlzed prOpe.”y LIn truth, we are skeptical that performance would continue to improve

—an unlikely prospect, since most of these words will not appear iny these rates for training sets larger than 1.2 million words. Though it is an
the acoustic training for the recognizer. For these reasons, we CORxpensive proposition to test, the improvements for increased training at the
clude that the OQV problem is not a major factor in determining NEhigh end of the curves seem to be flattening out some.

To explore this, we measured the percentage of names in the Bro
cast News data that contain at least one OOV word as a function
lexicon size. For this purpose, we built lexicons simply by ordering
the words of the 1998 Hub-4 Language Modeling data according t
frequency, and truncating the list at various lengths. The percenta
of in-vocabulary events of each type as a function of lexicon size i
shown in Table 4.




Name Category Lexicon Size
5K 10K 20K 40K 60K 80K 100K 120K

PERSON 347 527 699 851 894 911 919 939
ORGANIZATION | 73.2 90.2 942 975 982 985 98.7 988
LOCATION 76.6 87.1 922 96.2 975 98.0 988 991
TIME 97.0 97.0 99.0 100 100 100 100 100
MONEY 944 982 988 100 100 100 100 100
DATE 96.1 99.3 99.8 100 100 100 100 100
PERCENT 989 993 100 100 100 100 100 100

Table 4: Percentage of in-vocabulary events as a function of lexicon size.

less likely to appear in the test, either because they don’t appear in 8. Conclusions

the speech lexicon or they are p,oorly trained in the speech modetiyst and foremost, the hidden Markov model is quite robust in the

and misrecognized. If they don't appear in the test, ldentiFindeg,ce of errorful input. Performance on transcription with no errors

can't make full use of the additional training, and thus performances apove 90% even without case information or punctuation in the

on errorful input increases more slowly than it does on error-fre€nnt. | ack of punctuation and case information seems to cause only

Input text. a 3.4 point degradation in performance. Performance even with 15%
word error degrades by only 8%.

7. Effect of Lists Second, though performance improves as the logarithm of the train-

IdentiFinder can incorporate prior knowledge into its model throughing Sét size, performance is already good (89.3 on 0% WER) with
lists of strings that are known to be names at some times. It does n@nly 100 hours or 643K words of training data. The annotation was
use these lists in iron-clad rules, but rather estimates from traininf€rformed by college students without any specialized knowledge
the probability that a word will be a name, given that appears on a1 computational linguistics. Because annotation can be performed
particular list [1]. For example, the word “HOPE” appears in the quickly and inexpensively by non-experts, training- based systems
list of locations (e.g. Hope, Arkansas), but the word is not alwaydike ldentiFinder hold a powerful advantage in moving to new lan-
used in training text as a location. In general, though, words on thguages and new domains.

location list tend to be used in location contexts far more than word

not on the list. s‘I’hird, though errors due to words out of the vocabulary of the speech

recognizer are a problem, they represent only about 15% of the er-

We investigated the benefit of using lists in IdentiFinder (which canfors made by the combined speech recognition and named entity
also run without any lists) on speech output. We trained two model§YyStem.

on 1.2 million words of SNOR data, one with lists and one without.

We tested on the known reference (0% WER) and the BBN Bybloézlourt_rtlﬁwefus%((jye@(ég the sar;:e training d?ta,trrr]]odelingg, ;";md sear:ch
(15% WER) versions of the 1998 evaluation transcripts. Table Eivgor.' ”I' fr f° d tsptetec_ as \é"et .OtorSNgFf:‘ror u tspedec )
shows the results. We see that on human constructed transcript € simply transtormed text training data Into ormat and re-

lists improve the performance by a full point, while on recognizertré'ned' Using this approach, the onIy_ cost of moving from text to

produced output, performance goes up by only 0.3 points. speech_ was a _smaII amount of computing time. The_re were no rules
to rewrite, no lists to change, and no vocabulary adjustments. Even

The reason for the difference in improvement is likely to be that theSO. the degradation in performance on speech output is substantially

lists offer help with rare names that IdentiFinder may not have seefess than the speech WER.

in the training. These names appear in the error-free text, and so the

full boost from lists is realized. In the recognizer output, however, References
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