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Question Answering from Spontaneous Speech Data

BBN proposes to create and develop the technology for providing answers to analyst queries from a spontaneous speech database.  The major challenge in the AQUAINT program for answering questions from spontaneous speech is that all current speech recognition systems are imperfect and so we must deal with the errors that they produce.  Also, spontaneous (conversational) speech is much less constrained than written text and language resources for spontaneous speech vary widely. In this document, we present a general approach to higher-level information extraction from spontaneous speech that will work for differing levels of resources and across multiple languages. We will also make these results available for the other participants in the AQUAINT program.

1. Project Goals 

Our primary objectives in this program are to 

· Create answer-spotting technology to provide analysts with best answers available in a spontaneous speech database, and

· Develop the application in multiple languages and with potentially limited resources.

Some of the important features of the application will include: 

· An explanation to the user the basis for the decisions

· Exporting the semantic components of an answer to a multi-media system

· Accounting for variability in resources in extracting information

· Enabling rapid deployment in new languages

In the first year of Phase I of the project, we will focus on creating the answer-spotting technology for an English spontaneous speech database, and put together a demonstration of the application capabilities. We will also investigate the impact of reduced data and linguistic resources on the application performance. In the second year of Phase I of the project, we will focus on porting the technology across multiple languages, where both data and linguistic resources are limited.

2. Problem Description

The technical approach we are proposing to tackle question answering is referred to in this document as Answer Spotting. This approach generalizes word and phrase spotting in that the speech recognizer finds not a particular word or phrase but the appropriate semantically relevant language model to explain the data if it is relevant to the question or rapidly discard it if it not.  In this approach, the elements of providing the answer to the question are incorporated directly into the speech recognizer.  Post processing of the recognizer output puts together the discovered semantic components needed to answer the question.

Prior to a detailed development of the technical approach, it is important to select appropriate corpora and set up a reasonable problem definition to evaluate the technology. In this section, we first describe the corpora selection process and the types of queries that can be addressed by this application.

2.1 Corpora Definition

For the initial technical development and evaluating different technical alternatives, we decided to use the Switchboard corpus. Switchboard is a telephone speech corpus comprising recordings of telephone conversations between two people on a particular topic. The topics provide a constrained framework for evaluating different types of queries. In addition, the large amount of transcribed data available in Switchboard provides the opportunity to study the impact of different amounts of data on the various technical components.

For investigating portability across multiple languages and scalability with different amounts of data and linguistic resources, we selected the Callhome corpora. Callhome is also a telephone speech corpus comprising recordings of conversations between family members. Callhome conversations are not constrained to specific topics; conversations revolve around a range of issues from family events to immigration. Callhome is available in multiple languages including English, Spanish, Mandarin and Arabic.

 2.2 Query Formation

The analyst queries can be unstructured, for example “Is there an instance of a yellow car in this data?” or they can be structured. Unstructured queries rely on word or phrase spotting from recognized text. For Switchboard & Callhome, we propose structured queries where the user frames the query at several different levels. For example, the user selects from one of several available topics, then picks out semantic classes of interest within the topic, and finally adds keywords or key phrases of interest within the semantic classes. Structured queries do not require the user to know exactly what (s)he is looking for, but simply requires the user to indicate topics and semantic classes of interest.

To evaluate answer spotting response to structured queries, we selected a set of 5 diverse topics in Switchboard and picked at least 5 semantic classes of interest for each topic. The 5 different topics and the amount of data available for each topic are outlined in Table 1.

Topic
# Of conversations

Buying a car
63

Credit card use
52

News media
56

Music
53

Vacation spots
33

Table 1: Topics and categories per topic selected for answer spotting in Switchboard.

In Tables 2 & 3, we describe semantic categories for two of the five different topics.

Semantic Category
Example Words/Phrases

Make/Manufacturer
BMW, Ford, Saab

Model
Taurus, Passat

Class
Van, wagon, sports car

Year/Timeline
New, used, 1968, recent

Country of origin
American, Japanese, European

Table 2: Semantic categories and examples for topic "Buying a car"

Semantic Category
Example Words/Phrases

Media Types
Radio, television (TV), paper (newspaper), written, tabloids

Television channels
CNN, ABC, channel five

Newspaper/magazine name
Dallas Morning Herald, Newsweek, Time

Radio channels
NPR, Christian radio station, KRLD

Shows (TV & radio)
Headline News, Sixty Minutes

Anchor names/personalities
Peter Jennings, Bruce Williams

Table 3: Semantic categories and examples for topic "News media"

As far as possible, we did not use syntactic information in identifying categories. Syntactic information is available for English, but is much harder to acquire for other languages. Semantic annotation for selected Switchboard topics is currently underway.

3. System Architecture and Technical Components

A preliminary technical architecture of the answer spotting system is indicated in the figure below.
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There are four important technical components that require development:

1. A real-time recognition system

2. Semantically relevant parallel language model component

3. A topic or “relevant text” identifier, and finally

4. A semantic category identifier.

In addition to the four technical components outlined above, recognition accuracy and word confidences [1] will also have to be used to generate beliefs in the semantic components.

3.1 Recognition Component

We propose using the state-of-the-art real-time Byblos [2] system for recognition. Byblos uses multiple passes with acoustic and language models of varying complexity. The forward pass uses bigram language models and non-crossword phonetically tied-mixture (PTM) acoustic models. The backward pass uses approximate trigram language models and non-crossword state-clustered tied-mixture (SCTM) acoustic models. Finally, the N-best rescoring pass uses trigram & crossword SCTM models to select the best recognition transcription. The decoding parameters can be tuned to achieve real-time or near real-time recognition performance on Switchboard with a relatively small degradation in accuracy.

3.2 Parallel Language Model Implementation

We propose using a parallel language model structure, where a semantically relevant topic language model(s) is in parallel to a general English language model. The topic language model is based on the query and estimated from relevant topic text. The general English language model is trained using all available Switchboard data, and is mainly used to reject speech not relevant to the query. The different language models are parallel at the utterance level, as we do not expect the topic to change within an utterance. 

The semantic components can be integrated into the language model using complementary approaches. In one approach, the semantic categories define equivalence classes and provide additional smoothing of n-gram probabilities in sparse data conditions. In a second approach, we use a finite state grammar within the semantic categories, which are then embedded into the statistical n-gram structure [3].  

3.3 Topic Identifier

The parallel language model component can itself provide topic identification based on which model the best recognition path traversed. However, it is also possible to use a separate topic classifier that combines the recognition information with other features, such as word confidences and word counts in topic and non-topic training, to determine topic of an utterance.

3.4 Semantic Category Identifier

If the semantic components are integrated into the language model, the semantic categories can be easily identified at the output of recognition. Another approach would be to use BBN’s Identifinder [4] technology at the output of recognition.   

4. Application Portability and Scalability 

In the first year of Phase I of the project, we propose to focus on developing the answer spotting application in English, for both the Switchboard and Callhome corpora. We will evaluate the different technical alternatives and demonstrate the application capability in Switchboard. As part of Phase I, we also propose to investigate the impact of varying amounts of data on the various technical components. In the second year of Phase I of the project, we propose to port the technology to Callhome Spanish and Mandarin. The limited data and linguistic resources will pose an additional technical challenge.

5. Speech and the AQUAINT Program.

Spontaneous speech represents a source of information that typically cannot be found from other sources.  Its uniqueness as a source can make it an extremely important component to investigations relating to national defense and criminal activity.  It can be a vital information source, due to its timeliness, in rapidly unfolding events such as the recent downing of an American surveillance plane.  Analysis of the large amounts of conversational data relating to such an event points out how conversational speech could be a key element of Q&A.  In some sense the conversational speech collected at the time of an event can be among the best information available.  We can even imagine that having a Q&A capability for low-density languages where there may only be a few analysts can be extremely useful.  Such a capability can greatly improve their productivity.
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