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Introduction

Cycorp and IBM have teamed up to produce QUIRK, a question answering system with three important characteristics that are explicit goals of the AQUAINT program:

1. the ability to answer a question with an actual answer (as opposed to a textual fragment that is expected to contain the answer) together with a justification for the answer itself;

2. the ability to answer a question by combining results from a collection of sources none of which, individually, contains the answer;

3. the ability to combine heterogeneous sources of data, such as free-form documents written in English, databases and knowledge bases;

The QUIRK team, will devote most of its efforts to the implementation of a simple fundamental idea: that formalized knowledge about common sense reality can and should be used as an aid to question answering.  Crucially, formalized knowledge can be used as a ‘conceptual glue’, making the integration of disparate data/knowledge sources possible and helping analysts refocus or expand their queries, much as a detailed map of the land can help a hiker chart her course.

In so doing the QUIRK team will integrate state of the art Information Retrieval and Natural Language Processing components made available by IBM together with the entire Cyc system, Cycorp's formalized repository of knowledge about common sense reality, coupled with its sophisticated inference engine.

Predictive annotation and beyond

In the TREC8 question answering context, IBM pioneered the method of Predictive Annotation. Predictive Annotation can be described as the practice of indexing a corpus of free-form textual documents with a ‘normalized’ representation of expressions of those syntactic types (noun phrases, prepositional phrases, adverbial phrases) that are typically offered as answers to questions. Such types can be easily detected by fast finite state machines and then sorted by broad semantic categories such as PERSON$, PLACE$, MONEY$. Index tokens so obtained can then be matched against similar tokens obtained from understanding queries submitted in a natural language such as English.

The QUIRK team intends to push this approach to its next logical step and pursue a deep semantic understanding of queries and sources alike using a far more sophisticated knowledge representation environment: the entire Cyc system.

Cyc is an extremely large knowledge base, coupled with a sophisticated inference engine. CycL, the formal language in which Cyc is written, contains more than 100K primitive terms, representing either individual entities such as CityOfAustinTX, BillClinton, IBMInc, concepts such as Dog, MortgageAgreement, HavingAMeal or relations such as objectFoundInLocation, employer. These primitives are then combined to form entire assertions such as “Every dog is a mammal” or “One of the consequences of X’s detonating an explosive device D is that D is no longer available for X to use”. As of December 2001, Cyc contains more than 1.4M such assertions. Finally, such assertions are used by Cyc’s inference engine to answer queries or to compute new assertions that follow from the existing ones. For example, Cyc can use one of the assertions mentioned above to conclude that if someone only controls exactly one explosive device, they would not be able to launch two separate attacks on objectives that are thousands of miles away from each other. 

The QUIRK team will refine and extend functionality already developed by Cycorp under a separate government contract in order to interpret queries submitted in English into this sophisticated knowledge representation format, engaging human analysts in a dialog to clarify ambiguities and help them refine their questions in ways that might not have occurred to them.

On the other front, the preemptive annotation of large textual collections by means of CycL expressions, it is relevant to observe that any advance in our ability to use a mature knowledge representation environment to interpret free-form documents will take us one step closer to Tim Berners Lee's exciting vision for a "Semantic Web", (http://www.sciam.com/2001/0501issue/0501berners-lee.html) a future layer of the World Wide Web where software agents will be able to roam and perform activities that depend on a ‘deep’ understanding of documents originally written by humans for humans. 

CycL as conceptual glue for non-textual data repositories

The use of CycL as the normalization language will also allow us to integrate into QUIRK information stored in structured data sources such as databases. This is done by instructing Cyc's inference engine to regard the database as containing ‘virtual assertions’ stored in tables corresponding to certain CycL predicates. 

For example, at the time of writing Cyc has a very small number of assertions of the form 

    (birthDate INDIVIDUAL DATE)

in other words, Cyc knows very few people’s birth dates. However, given a database with biographic information about hundreds of millions of individuals, Cyc's inference engine can be instructed to treat some of its tables as repositories of ‘virtual birthDate assertions’. As a result of these instructions, the inference engine knows that when it is trying to satisfy a literal, such as

    (birthDate (PersonNamedFn "John Wayne") ?WHEN)

(i.e. when it is trying to answer the question "When was John Wayne born?") 

it can simply post to the appropriate database an SQL query such as

SELECT DOB

FROM PERSONAL_DATA

WHERE NAME = "John Wayne"

and interpret the result set as a set of bindings for the free variable ?WHEN. The same can be done for arbitrarily many other CycL predicates, so that, to an external observer, Cyc would appear to contain hundreds of millions of assertions.

Knowledge assisted query refocusing.

Consider a situation in which an analyst asks about the activities of consultants in a large organization. Suppose further that QUIRK is aware of either one of these two conditions:

· the index of predictive annotations mentions several specific kinds of consultants, say by country ("Brazilian consultants") or by domain ("telecommunications consultants") or by seniority ("senior consultants");

· QUIRK has, as one of its back-end components, a database that contains a table linked (in the sense discussed above) to the Cyc concept Advisor, a table with columns that are interpreted as country, domain or seniority attributes.

Then, reflecting on the state of its knowledge (purely from an indexing point of view, i.e. without yet performing any inference or retrieval) QUIRK could ask the analyst if she wouldn't rather narrow her question to the activities of consultants with specific characteristics, say “German senior financial consultants”.

Blackboard architecture

QUIRK will have at its core a blackboard where agents will post and read messages of interest to them. For example, a ‘parser agent’ will be trained on a particular panel in the blackboard, where it expects to see postings that correspond to questions asked in English. As soon as such a posting appears, the agent will parse the English question into CycL. If any part of the question is ambiguous, the parser will post a request for help on some other panel. The agent looking at that panel will then take charge, explain to the analyst in what ways the question was ambiguous, receive from her the intended interpretation and post it on yet another panel, etc…

Cyc’s inference engine and IBM’s GuruQA Information Retrieval engines will both be agents interacting with the blackboard and so will jointly contribute to the task of answering questions. 

The QUIRK team has chosen to use a blackboard module that is already in existence at Cycorp because the resulting system will have several attractive properties:

· ability to add/remove agents with minimal disruption to the underlying architecture;

· ability to test system performance/speed with a variable number of components and determine the optimal trade-off point (possibly different points for different tasks or work-modes);

· ability to handle race conditions among agents gracefully. For example, if on a given question GuruQA has found all its answers while the Cyc inference engine is still thinking, the analyst ought to be able to inspect the first batch of questions while waiting for the second batch to be ready. 
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