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AN ADVANCED Q&A SYSTEM

FOR THE SKILLED PROFESSIONAL ANALYST:

A VISION


Advanced QUestion & Answering for INTelligence 

(AQUAINT)

R&D Program Overview

This following description of the AQUAINT Program was extracted from the Program Description Section of the AQUAINT Broad Agency Announcement (BAA) Solicitation.  

· Appendix A to this Overview contains a conceptual description of an Advanced QA System for the skilled professional analyst. 

· Appendix B to this Overview contains a listing of the 23 R&D Projects that are being funded under the AQUAINT Program Phase I.

· Appendix C to this Overview contains information on the AQUAINT Related Workshops being conducted during 2002 at the Northeast Regional Research Center

1 Introduction

In the Spring of 2001, the Advanced Research and Development Activity (ARDA) issued a Broad Agency Announced through the Maryland Procurement Office that solicited proposals for innovative, creative, and high-risk research to advance the state-of-the-art in technologies and methods for: understanding and interpreting complex questions, determining the answers to those questions, and formulating and presenting the answers. Known as the Advanced QUestion Answering for INTelligence or AQUAINT Program, it is anticipated that this R&D Program will run in three two-year phases over a period of six years.  Specifically, this solicitation sought proposals for the two-year, Phase I AQUAINT Program that will run from Fall 2001 through Fall 2003.

Currently, intelligence analysts access data primarily by means of information retrieval.  When a question is posed to a textually based data archive, the system's task is to fetch back a set of documents that contain the words or topics mentioned in the question or otherwise satisfy the retrieval system's query.  For queries posed against the World Wide Web or other large archives, the pages returned by a search tool may number in the thousands, hopefully with some ranking by estimated relevance to the query. 

In many situations this form of information access is crude and inefficient.  Frequently questions are posed to a textually based archive using Boolean keyword queries in hopes of finding a specific answer, and when the retrieval system returns a set of documents that may somewhere contain the answer, the system has only taken a first step toward the user's real goal.  The analyst is left to scan through the returned documents, discarding the numerous irrelevant ones, to then dig through the remaining more relevant documents him or herself, to next analyze and interpret their contents, and to finally uncover or infer the specific answer he or she is seeking.  Where the documents returned are long, complex, and numerous, this manual step can be tedious and time-consuming - and may be completely impractical when events are unfolding rapidly and deadlines are short.

Retrieval of relevant information, even in the form of lists of data items or "documents" from non-textually-based data archives (e.g. speech/voice-based, document images, still imagery and video, geospatial and technical data archives), is even more primitive and unacceptable to intelligence analysts. And the extraction of relevant pieces of information and their synthesis into an acceptable answer is essentially non-existent.

The AQUAINT Program aims at significantly pushing the current state-of-the-art towards QA systems which can answer an analyst's questions directly rather than merely furnishing a list of relevant "documents". When the intelligence analyst poses focused, factual questions for which the answers are explicitly present in the available data archives, the QA system should be able to find, extract, and formulate concrete answers. And when more complex questions are asked for which the available and relevant information is less direct, localized, and complete, QA systems should be able to synthesize or infer the most complete answers possible from multiple "documents" and to simultaneously highlight areas where the answer is either incompletely or potentially less reliable. 

2 AQUAINT Program Goals

The AQUAINT Program will consider innovative technical designs, algorithms, methods, processes, technologies, or techniques with the potential for significantly advancing the current state-of-the-art in areas that are directly and materially related to one or more of the following Program goals:

· Accept complex "Questions" in a form natural to an information analyst

· Translate these questions into multiple queries appropriate to the multiple data sources
 to be searched

· Find relevant information in these multiple data sources

· Analyze, fuse and summarize the relevant information extracted or otherwise derived from these multiple data sources into a coherent "Answer"

· Provide an "Answer" back to the information analyst in a form he or she wants in at timely fashion

3 Key Implications of the Advanced QA System Envisioned by the AQUAINT Program

The ultimate goal of the AQUAINT Program is not to develop question and answer capabilities only for single, isolated, factually-based questions whose answers can be found as a single string or within a relatively short window of text (e.g. a 50 or 250 byte window of text) in a single document.  Rather this R&D program intends to address a scenario in which multiple, inter-related questions are asked in a particular topic area by a skilled, professional information analyst who is attempting to respond to larger, more complex information needs or requirements.

There are several key implications associated with the final goals of the AQUAINT Program that potential Offerors must keep in mind as they respond to the specific technical requirements that are discussed in the subsequent sections of this document. We felt that it was important to draw special attention to them now, before proceeding with the specific technical requirements that will be addressed by the AQUAINT Program. 

3.1 Context

Context is at the heart of the envisioned final solution. These ultimate, advanced QA systems must possess the ability to capture, analyze, interpret, accumulate, and effectively utilize the context of current and past QA sessions throughout the system. That is, the context in which an expert information analyst is asking questions as well as any previous question and answering sessions needs to be fully exploited so that unnecessary context clarification interactive sessions between the analyst and the Question & Answering system are avoided to the fullest extent possible. This also allows answers to be provided back to the analyst in a manner that closely matches the analyst's expectations.

3.2 Complex Questions

In addition to the more factually based who, what, when, where types of questions that today's state-of-the-art QA systems tackle, the ultimate, advanced QA system must be able to successfully respond to the far more complex why and how types of questions. These complex questions will likely involve judgment terms involving intent, motive, meaning, reason, purpose, aim, objective, implications, etc. or the questions might require the advanced QA system to compare, contrast, examine, inspect, match, size up, weigh, etc. two or more different, yet related entities, objects or positions.  And finally the questions asked of this ultimate system will at times tend to be somewhat vague, open-ended, and abstract.

3.3 Multiple Data Sources Of All Types

Clearly text-based data sources will not be sufficient to appropriately answer all these complex questions. In fact, information that is relevant and pertinent to most complex questions will need to be derived from a highly heterogeneous collection of a large number of diverse data sources of all sizes and types. The individual data sources within this collection might include knowledge bases, structured databases and other highly heterogeneous data repositories containing unstructured text, web pages and other HTML and XML structured documents, document images (e.g. scanned or faxed documents), voice recordings, images (both still and video), geospatial and abstract data sources, and other multi-media data objects. The human language data objects within these data sources may be expressed in English, as well as multiple foreign languages and be found in multiple foreign language scripts, character format styles, topics, and genre. Adding to the complexity of the situation, is the fact that data sources within the collection may be physically distributed and may have restricted access based upon operational and security considerations. Most of these data sources will not be static as data will be added and deleted from them on an on-going basis.  The same can be said of the highly heterogeneous collection of data sources, as sources may be added and deleted on an on-going basis.  To say the least, it is an extremely dynamic and diverse environment.

3.4 Generating Answers Not Lists of "Documents" or "Passages"

Answers are to be presented by the ultimate advanced QA system in an integrated and summarized fashion rather than merely providing one or more lists of potentially relevant documents, images, recordings or multi-media data objects or offering up multiple highlighted or extracted passages that might contain the desired answer. For most non-factual questions, the ultimate advanced QA system will need to create and generate the answer in a form and manner expected by the analyst out of the combined results of the system's analysis, synthesis, fusion, interpretation, understanding of all of the relevant information that it has retrieved.  

3.5 Impact of Implications on Phase I

ARDA accepts that this ultimate, advanced QA system will, in all likelihood, be virtually impossible to achieve within the timeframe of the AQUAINT Program.  But, ARDA is committed to pursuing a long-term view of the Advanced QA problem. This may involve high risk but it also holds the promise for high payoff.  ARDA expects technology that emerges from the AQUAINT Program to significantly accelerate the development of the next generation of intelligent question answering systems that will extend and supersede the information retrieval systems of today.

4 Technical Areas for Phase I of the AQUAINT Program

The technical goals of the QA Program are to advance the state-of-the-art in: question understanding and interpretation, in determining the answer, in formulating and presenting the answer, and in selected enabling technologies that directly impact the three previous goals.  Emerging capabilities must be scalable and support data over various dimensions. In addition, ARDA has a high interest in demonstrating the effectiveness that should be achievable by combining the capabilities resulting from the R&D sponsored under this Advanced QA Program in an integrated, "plug-and-play" system environment. While there are some capabilities in each of these areas today, they are extremely limited and inadequate to meet the Government's requirements for question and answering against large heterogeneous collections of structured and unstructured information containing multiple media types and genre types in multiple languages.

Phase I focuses on the following three Component Areas / Functional Capabilities:

(1) Question Understanding and Interpretation

(2) Determining the Answer

(3) Formulating and Presenting the Answer

And/Or 

(4) Cross-Cutting/ Enabling/Enhancing Technologies that directly and materially support the goals of the AQUAINT Program and one or more of the areas (1) to (3) listed above.

Each of these four technical areas is described in more detail below.

4.1 Question Understanding and Interpretation

The AQUAINT Program seeks to develop algorithms and methods that are capable of determining what an analyst is asking, interacting with the user, if necessary, to refine and clarify the context of the question. Feedback, based on the system's interpretation of the analyst's question, should reassure the analyst that his or her question has been properly understood. This feedback may also, possibly encourage, the analyst to create additional follow-up or supplemental questions. Because an analyst does not typically ask a single question in isolation, maintaining the context of the questioner's line of reasoning across QA sessions is absolutely essential. It would be extremely helpful if one analyst's questions and the corresponding answers could be cited to another analyst following a similar line of reasoning on a related topic.  The questions other analysts have asked would be most beneficial to junior analysts and when analysts are working in collaboration on a critical problem. 

4.2 Determining the Answer

Today, reasonably sophisticated knowledge bases are emerging, most focused on a specific domain. These along with the traditional structured databases contain a vast amount of information. All this is in addition to enormous volumes of unstructured and uncataloged text, speech, video, image, multi-media, geospatial, technical and other abstract data. The AQUAINT Program is seeking innovative approaches to distilling the answers to user's questions from these vast reservoirs of information. Somehow, we must transform this information into knowledge. 

QA systems must be able to extract relevant information from multiple data sources, to synthesize answers from this extracted information, and to explain to users how an answer was derived.  Advanced data retrieval, extraction, and understanding technology will be needed to allow QA systems to locate the answers to a question within appropriate sources for all the types of data outlined above, then to elicit relevant information from the retrieved "documents" and data objects, and finally to understand and interpret this extracted information and to combine it with other knowledge sources in preparation of generating the expected answers for return to the user. The challenge will be significantly greater when components of an answer reside in different data sources and must be fused into a coherent response by the system.  Finally, it will be important for the system to explain or justify its answer to the user, particularly when the answer was derived by a complex chain of inference that the user will want to review and validate.  Special challenges will arise when contradictory evidence is found in different sources. In which case, the user or the system itself will have to weigh the credibility of these different sources against one another.

4.3 Formulating and Presenting the Answer

QA systems must be able to present answers in an integrated and summarized fashion and in a form and structure that is coherent, natural, and directly responsive to the user's question. Merely providing one or more lists of potentially relevant documents, images, recordings or multi-media data objects, even if key passages/elements are highlighted will become increasingly unacceptable as the AQUAINT Program evolves. This means that the advanced QA systems envisioned by the AQUAINT Program must go well beyond the simple technique (emphasized in TREC's QA track) of returning a small chunk of text which "contains" the answer.  Material drawn from a source document may need to be rephrased to respond to the question directly, as would occur in human conversation.  This will be extremely critical when an answer is assembled or inferred from multiple sources and where there is no single “chunk of text” that can be mechanically fetched and returned to the user.

4.4 Cross Cutting/Enabling Technologies that Directly and Materially Support the Development of an Advanced QA System

ARDA believes that there are a number of important technology areas and unanswered research questions that cut across the three components listed above and which are fundamental to the ultimate achievement of the AQUAINT Program goals. The AQUAINT solicitation did not limit proposals in Cross-Cutting/Enabling/Enhancing Technologies to the areas specifically listed below.  In fact, Offerors were encouraged to propose other areas that they believed met this criteria

· Advanced Reasoning for Question & Answering

· Sharable Knowledge Sources

· Content Representation

· Interactive Question & Answering / Question & Answering Sessions

· Role of Context

· Role of Knowledge

· Language Processing

5 Data Dimensions for Phase I

One of the key goals of the AQUAINT Program is that these advanced QA systems must operate against a highly heterogeneous collection consisting of a large number of diverse data sources of all sizes and types. This is an extremely lofty goal when one realizes that the current QA state-of-the-art is focused on unstructured text-based sources (as represented by the TREC QA Track), on high performance knowledge-bases (as represented by the DARPA Rapid Knowledge Formation (RKF) Program), and by preliminary QA systems operating on the World Wide Web (as represented by "Ask Jeeves").  The AQUAINT Program Committee realizes that it can not precipitously move to a large number of distinct, highly diverse data sources in one step. Clearly this journey will take multiple steps.  Also the Committee does not want to lose the momentum already gained by the more specialized approaches just identified, especially the TREC QA Track.  For this reason, the AQUAINT Program Committee has decided that for Phase I, the AQUAINT Program will focus on efforts that are directed against one of the following data dimensions.  For each data dimension the following information is provided: a short description, the Phase I requirement, and Phase I expectations

5.1 Focused Data Dimension

Description: Single media (e.g. text), single language (e.g. English), and single genre (e.g. newspaper/newswire articles) in an unstructured data source.

Phase I Requirement: The TREC QA Track text corpus is required if text is chosen as the media, English as the language and newspaper/newswire articles as the unstructured data source.  Alternatively, a different combination of a single media, language and genre may be selected for its unstructured data source.  For example: speech, Chinese, and broadcast news reports. In these latter cases the Offeror must identify an appropriate data source whose size and diversity is comparable to that of the TREC QA Track text corpus.

Expectations: By selecting a narrowly defined data dimension, the Offeror has avoided having to directly deal with important research issues that would have surfaced if the Offeror had chosen to direct their investigation towards one of the other four, more heterogeneous, broadly defined data dimensions.  As a consequence, all Offeror's electing this data dimension must research and investigate substantial, open, unsolved questions that are specifically relevant to the larger, more broadly defined goals of the AQUAINT Program.  In addition, the Offeror must meaningfully address the issue of the overall degree of anticipated transferability of the Offeror developed algorithms and technical approach to the other four data dimensions listed below. And finally, the Offeror must directly address the impact of each of the three environmental factors and attributes described in Section 6 below on their technical approach and/or to include substantive investigations and research efforts against them.

5.2 Multiple Media Data Dimension

Description: The multiple media data dimension includes data sources containing two or more of the following separately or in combinations: Clean text (i.e. text that was originally created as text and captured in a machine readable form); degraded text derived from OCR processing; raw images of documents (e.g. scanned documents or faxed documents) with associated metadata; degraded text derived from speech recognition processes; raw recorded speech data with associated metadata; still imagery and/or video data with associated metadata; abstract, technical and geospatial data with associated metadata; and other forms of derived metadata.

Phase I Requirement: The TREC QA Track text corpus PLUS substantial data from at least one other non-text media sources of the Offeror's choice (e.g. from those media listed above). Utilizing data sources involving three different media is a definite plus.

Expectations: Within this Data Dimension, Phase I will stress important open research issues and investigations that stretch across the breadth of this data dimension or that result from the specific combination of media that has been opted to pursue.  Any additional research efforts that also probe the depths within a single element (i.e. media) within this data dimension are a plus. In addition, Offerors selecting this Data Dimension are required to insure that their research efforts at least compatible with the environmental factors and attributes described in Section 6 below.  Any substantive investigation or research effort involving one or more of these factors and attributes is a definite plus.

5.3 Cross Lingual Data Dimension

Description: English questions with supplemental foreign language references and passages (in their original media or in a processed form like OCR, speech recognition). Multiple media, human language data sources will be in both English and any number of foreign languages.  Foreign languages could be expressed using any number of foreign character scripts and encoding schemes.

Phase I Requirement: Single media (e.g. text or one of the other human language media listed in Section 5.2 above) in three languages:

· English; 

· Chinese or Arabic; 

· PLUS a third language of the Offeror's choice. 

Offerors selecting this Data Dimension are encouraged to either choose both Chinese and Arabic as the second and third languages or to choose their third language from the following list of languages: 

Persian/Farsi, Japanese, Korean, Russian, Hindi, Thai, Spanish or any low-density language
. 

If text is the selected media, then the TREC QA Track text corpus will be utilized as one of the data sources. Also, Offerors may choose to pursue research activities involving more than 3 languages.

Expectations: Same as those for Multiple Media.

5.4 Multiple Genre Data Dimension

Description: The multiple genre data dimension includes but is not limited to the following: Formal and informal correspondence (various media), formal dialogue, informal conversations or discussions, technical/journal articles, newswire/broadcast news; advertisements; product and technical descriptions, government reports; public databases;

Phase I Requirement: One major source of data in a single media, language and genre (e.g. TREC QA Track Newspaper/Newswire text corpus; or the Broadcast News/TDT Speech Corpus) PLUS substantial data from two additional genres but in the same media and language as the main data set). If text is the selected media, then the TREC QA Track text corpus will be utilized as one of the data sources.

Expectations: Same as those for Multiple Media.

5.5 Structured and Unstructured Data Dimension

Description: Structured data includes but is not limited to the following: Tables, charts and maps, diagrams, linked data or directed graph data, structured databases, structured transactions; large knowledge bases; linked web pages/data; and html/xml documents PLUS unstructured data of the types listed above in Sections 5.1 to 5.4.

Phase I Requirement: TREC QA Track text corpus PLUS substantial data from at least two other distinct structured text-based data sources

Expectations: Same as those for Multiple Media.

6 Environmental Factors and Attributes being Emphasize during Phase I

Clearly the envisioned advanced Question and Answering systems in general and the AQUAINT Program in particular cover a large research landscape and offer a great many diverse opportunities for exciting, high risk research.  In addition to the Data Dimensions just discussed in Section 5, the ARDA Program Committee has decided on three environmental factors and attributes that will receive heightened emphasis during Phase I.  

· If the Focused Data Dimension is pursued (See Section 5.1 above), then the Offeror’s research activities are required to directly and substantially address the impact of the three environmental factors and attributes described below on their technical approach and/or to include substantive investigations and research efforts against them.

· If any of the other four Data Dimensions are pursued (See Sections 5.2 through 5.5), then the Offeror’s research activities must be compatible with these same three environmental factors and attributes.  Any direct and substantive investigation or research effort involving one or more of them is a definite plus.

6.1 Scalability to Handle Exploding Volumes of Data

All of the approaches, methods, architectures, algorithms and techniques that are incorporated into these emerging and evolving advanced QA systems must be scalable to ever growing, massive data volumes and must have the potential to be periodically re-optimized for efficient ("real" time) execution or response time against these ever expanding data sets. No matter how sophisticated its underlying technology, a QA system that takes an inordinate length of time to respond to a given question will find little acceptance among analysts who are under constant and critical time pressures.  The potential efficiency of a proposed approach within a QA environment will be a key factor in evaluating the long-term value of a proposed line of research. Unfortunately there is no upper limit in the foreseeable future for the magnitude of the data sets that the ultimate QA system will need to access. Over the course of the AQUAINT Program, we anticipate the need for these emerging and evolving advanced QA systems to scale up to handle massive data sources of multiple petabyte size.

6.2 Ability to Analyze and Synthesize Information across Multiple 'Documents'

Increasingly questions posed to these emerging and evolving QA systems and their associated answers will require cross "document" analysis since most answers will not be found in a single “document” from a single media and expressed in a common language and genre. As a result these systems must be increasingly capable of coherently fusing together information extracted from scattered heterogeneous data sources and of reliably inferring new information or relationships between sub elements of data extracted across many distinct documents and other data objects.  Such questions and their underlying data sources pose difficult research problems. The fusion of information from different documents and from different sources often relies on complex inferential processes.

6.3 Ability to Handle Extreme Data Situations

These emerging and evolving QA systems must be able to recognize the occurrence of either of two extreme data situations and then to effectively and efficiently deal with them.

· No or inconclusive "relevant" data exists within the data sources available and accessible by the QA System -- i.e. too little "relevant" data. 

· In this case the advanced QA system must be able to efficiently and effectively recognize when all or some important portion of the data necessary to answer the question has not been located. The ultimate Advanced QA system, at a minimum, needs to recognize when it cannot find or does not know the answer to the original question.

· Overlapping and/or contradictory "relevant" data has been extracted from the available data sources; i.e. too much "relevant" data. 

· This case arises from the obvious observation that it is likely that multiple retrieved "documents"  (or information objects) were originally created during different time periods; using different sources; for different purposes, end uses, and consumers; at varying levels of details, specificity and sophistication and were originally captured in decidedly different media. Also the truthfulness (accuracy) and reliability of the "relevant" data extracted from these "documents" (or information objects) can vary all over the map.  In addition, data transformation processes (e.g. OCR'ing document images or the automatic transcription of speech) as well as the extraction processes used to locate, extract, and possibly reformat the "relevant" data introduce their own level of errors and inaccuracies.  And finally in the case of language-based data, these retrieved "documents" may be written or spoken using different styles, formats, languages, and cultural backgrounds.  In fact these multiple "documents" may have little in common except for the fact that they each contain some piece of information that appears to be "relevant" to the question at hand.  These document differences and variations will ultimately require the advanced QA system to deal efficiently and effectively, at a minimum, with data items that contain the same information expressed in decidedly different ways, are near duplicates but with notable contradictions, are unreliable or errorful to some degree, or are dependent upon the time sequence of their original creation.

7 Other Considerations for Phase I

7.1 Availability of Data Sources and Creation of Related Question and Answer Sessions

ARDA anticipates that some data will be identified, obtained and appropriately annotated to support the AQUAINT Program.  However, ARDA does not anticipate providing any Government-furnished, newly obtained, and/or annotated data along with appropriately related question and answer sessions until the second year of Phase I (at the earliest). During the interim, each Offeror will be required to proceed with their proposed research objectives and schedule using data sources that they are able to secure and annotate themselves.

Some widely available data sources for research purposes do exist as part of the Text REtrieval Conferences (TREC) at NIST (in part sponsored by ARDA) and through membership in the Linguistic Data Consortium (LDC) at the University of Pennsylvania. Other appropriate data sources may be known and available to individual Offerors.

7.2 Program-level Workshops

ARDA intends to hold a Program-level Kickoff Workshop during the first month of Phase I and then hold Program-level workshops approximately every 6 months.  These workshops will focus on technical aspects of the program, on program-level evaluation and data issues, and on facilitating open technical exchanges, interaction, and sharing between the various program participants. 

7.3 Role of System Integration and of a Government Developed Testbed Environment

ARDA's AQUAINT Program has an operational problem focus rather than just a technological advancement focus.  As a direct result of this operational problem focus, ARDA and its AQUAINT Program Committee, with technical advice and support from a separately solicited and procured system integration contractor, will throughout the entire duration of the AQUAINT Program be reviewing and evaluating each of the program's projects for components, subsystems, and full-systems that could be successfully integrated and/or combined in ways that will demonstrate even greater potential for application against existing operational problems across a broad spectrum within the Intelligence Community. ARDA and the AQUAINT Program Committee intend to use the results of these on-going integration efforts for a wide variety of purposes to include, but not limited, to the following:

· Capability demonstrations using open source questions and data;

· Performing end-to-end, large scale evaluations of the effectiveness and added efficiency of a combined, integrated QA system in a controlled environment;

· Early, operational prototypes designed to solicit feedback from real, operational users, attempting to find meaningful answers to real operational questions;

· Identify potential, operational spin-offs that are ready for larger scale, technology insertion; and 

· Provide additional insights into the successes and failures of the AQUAINT Program so that subsequent phases can be meaningfully steered by the AQUAINT Program Committee in directions that have the potential for higher payoffs.

ARDA's system integrator, in concert with government researchers and technologists from ARDA, the AQUAINT Program Committee, and/or the sponsoring Intelligence Community agencies, will work directly with the AQUAINT contractors to identify software components that would be desirable for integration, to produce appropriate API's and other integration standards/conditions, and to resolve problems resulting during the integration process.  ARDA does not view this integration process as a one-shot operation.  Rather, ARDA fully anticipates that this testbed development process will be a continuous, fully integrated component of the AQUAINT Program over its entire life and will actually result in the creation of a series of robust prototype advanced QA systems that will over-time incorporate ever increasing functionality and capabilities as they emerge from the research components of the AQUAINT Program.  In fact it is envisioned that a situation where multiple variants of a particular robust prototype in this series might be created and then tested and evaluated against different analytic environments and application domains found in different organizations within the AQUAINT Program's sponsoring Intelligence Community agencies.

The system integration tasks identified above will be performed in both unclassified and classified testbed environments. 

The AQUAINT Program as described in herein is clearly and completely an advanced R&D Program.  The importance of the separate, yet tightly coupled, system integration, robust prototype development and testbed evaluation activities described above is that the AQUAINT Program is seeking to produce much more than just significant research results and advancement.  The ultimate success of the AQUAINT Program will be the degree to which major research advances can be quickly, widely, and effectively transitioned into practical solutions to multiple, critically important Intelligence Community operational problems.

APPENDIX A: Conceptual Description of an Advanced QA System for the Skilled Professional Analyst

A.1
Introduction

The AQUAINT Program is seeking to advance the development of basic components and functional capabilities required to provide users an effective means of posing questions of the types illustrated in the multiple scenarios contained in Appendix C. In all of these scenarios, a sequence of answers, all related to a given context needed to be derived from large heterogeneous information repositories, knowledge bases and other structured databases and meaningful answers returned in a reasonable amount of time. 

Many of the important aspects of the component areas and functional capabilities that the AQUAINT Program will be investigating have been captured in a single diagram (Diagram A-1) and are briefly described in the following subparagraphs of this Section.
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Diagram A-1: An Advanced QA System for the Skilled Professional Analyst: A Vision

A.2
Question Understanding and Interpretation

The AQUAINT Program seeks to develop algorithms and methods that are capable of determining what an analyst is asking, interacting with the user, if necessary, to refine and clarify the context of the question. The analyst must be able to pose his or her questions in a manner that is natural to the analysts and pertinent to both the question(s) being asked and the context in which he or she is currently working. Feedback of question interpretation should reassure the analyst that the question is properly understood and to possibly assist in creating additional and/or related questions. An analyst needs to be able to describe their information in all or in part by providing exemplars of the type of information that he or she is seeking or not seeking. "I'm looking for more information of this type and in this format but not like this."  This supplemental, relevant/non-relevant information may be in a structured format, or in its unstructured, raw form.  Because an analyst does not typically ask a single question in isolation, maintaining the context of the questioner's line of reasoning across multiple QA sessions is essential. It would be extremely helpful if one analyst's questions and the corresponding answers could be cited to another analyst following a similar line of reasoning on a related topic.  The questions other analysts have asked would be most beneficial to junior analysts and when analysts are working in collaboration on a critical problem. 

A second aspect of this component, is the system's automatic generation of one or more queries based upon the system's understanding and interpretation of the analyst's question(s).  This capability implies that the system is aware of all the different potential data sources where relevant information could be found and of the nature of their contents and is knowledgeable about how best to formulate queries for these data sources.  The formulation of these queries might be optionally augmented and enhanced by technical input obtained from structured knowledge bases and other technical databases that the system is aware of but whose detailed information may not be known by the analyst.  For example, when querying a specific data source, it may be important to use some obscure identification number(s) that is directly linked to the relevant information being sought from that source.  In additional it might be valuable for the system to use all or part of previously successful queries submitted by other analysts when asking similar questions in the past, to incorporate highly related information that is obtained directly from other on-line resources (technical databases, working aids, etc.) created and maintained by other analysts (possibly without the knowledge of the analyst who posed the current question), or to automatically establish and sustain a collaborative work environment between multiple analysts involved in previously separate, isolated QA sessions on closely related topics in order to share and benefit from each other’s knowledge, background, experience and insights.

And finally in addition to passing along the system produced queries to the next component of the QA system ("Determine the Answer"), the system must pass only to this component the context in which the question has been posed and an appropriately structured and formatted answer sought.

A.3
Determine the Answer

Today, reasonably sophisticated knowledge bases are emerging, most focused on a specific domain. These along with the traditional structured databases contain a vast amount of information. All this is in addition to enormous volumes of unstructured and uncataloged text, speech, video, image, multi-media, geospatial, technical and other abstract data. The AQUAINT Program is seeking innovative approaches to distilling the answers to user's questions from these vast reservoirs of information. Somehow, we must transform this information into knowledge. 

QA systems must be able to accept the potentially multiple queries generated by the preceding component ("Question Understanding and Interpretation") and make the final selection of which specific data sources will be queried and to attach appropriate priorities and operational weighting to them.  For example, if the question and answer context indicate that all or most of the desired information is immediately available in an accessible, highly reliable, knowledge base (KB) or structured technical database, then the system would chose to query these latter data sources with a specific KB or SQL-type query rather than initiating a wider search using one or more information retrieval engines and appropriately translated, source specific queries against potentially multiple unstructured data sources.  In either case, this portion of the second component of the QA system must succeed in either extracting Relevant "Knowledge" from narrowly focused, highly structured data sources or in first retrieving multiple ranked lists of potentially relevant "documents" from multiple heterogeneous, unstructured data sources and then merging these lists into a single ranked list of relevant "documents" or both.

In either or both cases the QA systems must be able to extract relevant information from multiple data sources, to synthesize answers from this extracted information, and to explain to users how an answer was derived.  Advanced data retrieval, extraction, and understanding technology will be needed to allow QA systems to locate the answers to a question within appropriate sources for all the types of data outlined above, then to elicit relevant information from the retrieved "documents" and data objects, and finally to understand and interpret this extracted information and to combine it with other knowledge sources in preparation of generating the expected answers for return to the user. The challenge will be significantly greater when components of an answer reside in different data sources and must be fused into a coherent response by the system.  Finally, it will be important for the system to explain or justify its answer to the user, particularly when the answer was derived by a complex chain of inference that the user will want to review and validate.  Special challenges will arise when contradictory evidence is found in different sources, when the system must recognize that all or part of the required information is not fully or partially available, and when the original question and the desired answer require the system to propose conclusions or to generate inferences based upon the relevant information that has been extracted. In the first case, the user or the system itself will have to weigh the credibility of these different sources against one another; in the second, the system must recognize its deficient condition and must avoid the temptation of offering up an erroneous answer; and finally in the third, the system must possess significantly enhanced and advanced reasoning capabilities.  All of this extraction, analysis, de-conflicting, synthesis, and fusion must be done within the originally established question and answer context.

A.4
Formulate and Present the Answer

QA systems must be able to present answers in an integrated and summarized fashion and in a form and structure that is coherent, natural, and directly responsive to the user's question. Merely providing one or more lists of potentially relevant documents, images, recordings or multi-media data objects, even if key passages/elements are highlighted will become increasingly unacceptable as the AQUAINT Program evolves. This means that the advanced QA systems envisioned by the AQUAINT Program must go well beyond the simple technique (emphasized in TREC's QA track) of returning a small chunk of text which "contains" the answer.  Material drawn from a source document may need to be rephrased to respond to the question directly, as would occur in human conversation.  This will be extremely critical when an answer is assembled or inferred from multiple sources and where there is no single “chunk of text” that can be mechanically fetched and returned to the user.

As has been the case throughout, the process of formulating and generating an answer must be accomplished within the context of the original question and of the desired answer.  It is likely that when a proposed answer has been generated and presented to the analyst, the analyst will provide direct and tangible feedback related to the content, scope and structure of the answer.  In turn, this feedback might only require the system to restructure the current answer’s content into a format that meets the analyst’s expectations or to generate a refinement of the original queries that would in turn spawn a supplemental search/retrieval/extraction of additional relevant information from the available data sources or to result in additional efforts at extracting, analyzing, de-conflicting, synthesizing, and fusing of already retrieved relevant information.  This process might require multiple iterations before a final, acceptable answer has been generated and accepted by the analyst.

A.5
A Final Observation not Captured by the QA System Diagram

We close with a final, yet critical observation that is not captured by Diagram A-1.  This diagram only attempts to depict the process flow for a single Question & Answer. Rather the AQUAINT Program intends to address a scenario in which multiple, inter-related questions are asked in a particular topic area by a skilled, professional information analyst who is attempting to respond to larger, complex information needs or requirements.  As a result the QA system that is envisioned by the AQUAINT Program is one that retains all of the important context, lessons learned, what succeeded, what failed, what the analyst liked and didn't like that occurred while the depicted question was interpreted and an answer successfully generated.  The QA system must retain, evolve and appropriately use this growing context as it responds to subsequent Questions & Answers within the current and future scenarios.

APPENDIX B: AQUAINT Program Phase I Funded Projects


[image: image2.wmf]AQUAINT Program Contractors

Carnegie

Mellon

Univ.

Univ. of 

Albany

Univ. of

Massachusetts

BBN (2)

IBM

Columbia Univ.

Rutgers Univ.

Princeton Univ.

Univ. of 

Texas

-

Dallas

Language Computer 

Corp. (2) 

Cycorp

SAIC

Univ. of 

Southern

California 

/ Info Science

Institute

SRI

Stanford 

Univ.

Univ. of 

California

-

Berkeley

Univ. of Colorado

-

Boulder

HNC Software

New Mexico

State University (2) 

Univ. of Maryland 

–

Baltimore County (UMBC)

CoGen

Tex

Language Computer 

Corp. 

Univ. of 

Southern

California 

/ Info Science

Institute

Carnegie

Mellon

Univ. (2)

Original

+ New



[image: image3.wmf]AQUAINT Phase I Projects 

(Fall 01 

-

Fall 03)

Total End

-

to

-

End Systems (6)

Organization

 

Title

 

Investigator

 

Topical 

Focus

 

Data Dimension

 

ARDA

 

Agent

 

BBN Technologies

 

Answering Questions through 

Understanding and Analysis (AQUA)

 

Dr. Ralph Weischedel / 

Scott Miller

 

Total 

System

 

Focused (Text)

 

NSA

 

Carnegie Mellon 

University 

(Languag

e 

Technology Institute)

 

JAVELIN: Justification

-

based Answer 

Valuation through Language 

Interpretation

 

Eric Nyberg / 

 

Jamie Callan / 

 

Jaime Carbonell

 

Total 

System

 

Multi

-

Lingual 

(Text)

 

DIA

 

Columbia Univ. / 

 

Univ. of Colorado, 

Boulder

 

Integrating Robust Sema

ntics, Event 

Detection, Information Fusion, and 

Summarization for Multimedia Question 

Answering

 

Vasileios Hatzivassiloglou / 

Kathleen McKeown / 

 

Daniel Jurafsky / 

 

Wayne Ward /

 

Jim Martin

 

Total 

System

 

Multi

-

Media 

(Text/Voice)

 

DIA

 

CyCorp. / IBM T.J. 

Watson

 Research 

Center

 

QUIRK: Question Answering (QU)= 

Information Retrieval (IR) + Knowledge 

(K)

 

Stefano Bertolo / 

 

David Gunning / 

 

John Prager

 

Total 

System

 

Structured / 

Unstructured

 

CIA

 

IBM T.J. Watson 

Research Center / 

Cycorp

 

Intelligent Question Answering 

(IQA) 

 

David Ferrucci / Stefano 

Bertolo

 

Total 

System

 

Structured / 

Unstructured

 

NSA

 

SUNY/Univ. of 

Albany / 

 

Rutgers Univ.

 

 HITIQA: High

-

Quality Interactive 

Question Answering

 

Tomek Strzalkowski / 

 

Paul Kantor 

 

Total 

System

 

Focused (Text)

 

CIA

 

 



[image: image4.wmf]Emphasis on One or more Advanced QA System Components  (6)

Organization

 

Title

 

Investigator

 

Topical Focus

 

Data Dimension

 

ARDA

 

Agent

 

Language Computer 

Corporation

 

Advanced Techniques for Answer 

Extraction and Formulation

 

Dan Moldovan / 

Sanda Harabagiu

 

Components

 

Focused (Text)

 

CIA

 

SAIC / Stanford 

University 

(Knowl

edge 

Systems Lab)

 

AQUAINT Question Answering (AQUA) 

System

 

Maureen Caudill / 

Barbara Starr / 

Richard Fikes

 

Components

 

Multiple Genre

 

CIA

 

SRI International

 

From Question

-

Answering to Information

-

Seeking Dialogs

 

Jerry Hobbs

 

Components

 

Focused (Text) + 

TREC 

Queries + 

AQUAINT Scenarios

 

CIA

 

University of 

Massachusetts

 

Relevance Models and Answer 

Granularity for Question Answering

 

Bruce Croft / 

 

James Allan

 

Components

 

Structured / 

Unstructured

 

NSA

 

University of 

Southern California   

(Information Science 

Instit

ute)

 

TextMap: An Intelligent Question

-

Answering Assistant

 

Daniel Marcu / 

 

Ed Hovy / 

 

Kevin Knight

 

Components

 

Focued (Text)

 

DIA

 

University of Texas

 

Computational Implicatures for 

 

Advanced Question Answering

 

Sanda Harabagiu

 

Component

 

Focused (Text)

 

CIA

 

 

AQUAINT Phase I Projects 

(Fall 01 

-

Fall 03)



 EMBED PowerPoint.Slide.8  [image: image5.wmf]Focused Effort 

--

Cross Cutting /Enabling Technologies (4)

Organization

 

Title

 

Investigator

 

Topical Focus

 

Data 

Dimension

 

ARDA

 

Agent

 

BBN Technologies

 

Question Answering from 

Spontaneous Speech Data (Answer 

Spotting Component)

 

Herbert Gish /

 

Rukmini Iyer

 

Answer Spotting in 

Speech

 

Multi

-

Lingual 

(Speech)

 

NSA

 

Language

 Computer 

Corporation

 

Just

-

In

-

Time Interactive Question 

Answering (JITIQA)

 

Sanda Harabagiu / 

 

Dan Moldovan

 

Interactive QA

 

Focused 

(Text)

 

CIA

 

Princeton University

 

WordNet Enhancements: Toward 

Version 2.0

 

George Miller / 

Christiane Fellbaum

 

WordNet Enrichme

nt

 

Not 

Applicable

 

NSA

 

University of 

California, Berkeley, 

ICSI, Stanford Univ.

 

QuASI: Question Answering using 

Statistics, Semantics, and Inference

 

Marti Hearst / 

 

Jerome Feldman /

 

Chris Manning

 

Adv. Reasoning; 

Content Rep; Lang. 

Processing

 

Variety of 

Tex

t 

Collections

 

CIA

 

 

AQUAINT Phase I Projects 

(Fall 01 

-

Fall 03)



[image: image6.wmf]Organization

 

Title

 

Investigator

 

Topical Focus

 

Data Dimension

 

ARDA

 

Agent

 

New Mexico State Univ.; 

Univ. of Maryland

-

Baltimore County; 

CoGenTex

 

Meaning

-

Oriented Question

-

Answering with Ontological Semantics

 

Jim Cowie // 

 

Sergei Nirenburg //

 

Tanya Korelsky

 

To

tal System

 

Multi

-

Lingual 

(Text)

 

CIA

 

Carnegie Mellon Univ.

 

Q&A from Errorful Multimedia 

Information Streams

 

Howard Wactlar

 

Components

 

Multi

-

Media; 

Stuctured / 

Unstructured

 

NSA

 

Language Computer 

Corporation

 

Question Answering for the Web

 

Dan Moldovan

 

Compo

nent

 

Focused (Text & 

Web Pages)

 

CIA

 

University of Southern 

California   (Information 

Science Institute)

 

Advanced Generation for Presenting 

Answers

 

Kevin Knight

 

Components

 

Focused (Text)

 

NSA

 

Carnegie Mellon 

University (Language 

Technology Institute)

 

Minin

g the Web for Multimedia Q&A

 

Yiming Yang; 

 

Jaime Carbonell

 

Enab

ling Tech: 

Multi

-

media QA

 

Structured / 

Unstructured

 

DIA

 

HNC Software, Inc.

 

A New Mathematical Framework for 

Language Representation, 

Association, Processing, and 

Understanding

 

Robert Means

 

Ena

bling Tech: 

Language 

Rep

resentation, 

Understanding

 

Focused (Text)

 

NSA

 

New Mexico State Univ.

 

Aware:  Investigating Interactive 

Question and Answering

 

Bill Ogden

 

Enabling Tech: 

Interactive QA

 

Multi

-

Lingual

 

CIA

 

 

AQUAINT Phase I Projects 

(Summer 02 

-

Fall 03)

Newly Awarded Projects 

–

Starting Summer 2002 (7)


APPENDIX C: ARDA’s Northeast Regional Research Center and the AQUAINT Related Workshop Being Held during FY2002

The MITRE Corporation has been asked by the U.S. Intelligence Community's Advanced Research and Development Activity (ARDA) to establish a Northeast Regional Research Center (NRRC) at MITRE, Bedford, Massachusetts.  The NRRC will host annual, funded, typically 8-week summer workshops that will focus on getting groups of regional scientists from academia and industry to collaboratively work toward solutions to grand challenge problems.  One of ARDA's major thrust areas, the Advanced QUestion and Answering for INTelligence (AQUAINT) program, will be the focus of the summer 2002 workshop.  More details regarding ARDA and AQUAINT can be found on the web at http://www.ic-arda.org.  Additional background on AQUAINT can be found at http://www-nlpir.nist.gov/projects/duc/roadmapping.html.

At the MITRE hosted Planning Workshop that was held from 4-7 September 2001, we made significant progress in planning for our first summer workshop.  Four challenges were identified at the Planning Workshop:

1. Temporal issues:  generating a sequence of events along an evolving timeline; resolving temporal references across a series of sources.

2. Multiple perspectives:  handling multiple answers to questions from multiple sources with different (e.g., political, operational) perspectives. 

3. Re-use of accumulated knowledge:  maintaining prior knowledge (questions and answers) to help answer the same question later. 

4. Habitability:  how can a question and answer system tell a user what it can do and fail gracefully. 

Following the AQUAINT Program Kickoff Workshop in December 2001, the decision was made to fund two full workshops on Temporal Issues and on Multiple Perspectives and to support a short planning workshop on the topic of Re-use of Accumulated Knowledge. Additional information on each of these three NRRC FY 2002 Workshops follows:

TERQAS (Time and Event Recognition for Question Answering Systems)

Team Leader:  James Pustejovsky, Brandeis University (jamesp@cs.brandeis.edu)

For specific information regarding the TERQAS workshop, please visit the TERQAS website at http://time2002.org

Problem Definition:

Humans live in a dynamic world, where actions bring about consequences, and the facts and properties associated with entities change over time. For this reason, temporally grounded events are the very foundation from which we reason about how the world changes. To be sure, named entity recognition is crucial to analyst reporting, information extraction, and question-answering systems; but without a robust ability to identify and extract events and time-stamps from a text, the real "aboutness" of the article can be missed. Moreover, entities and their entities change over time as well; hence a database of assertions about entities will be incomplete or incorrect if it doesn’t reflect such time-stamps (e.g., the status of the World Trade Center Buildings before and after Sept. 11, 2001). To this end, event recognition drives basic inferences from text.

The purpose of this workshop is to address the problem of how to answer temporally-based questions about the events and entities in news articles. Currently, questions such as those shown below are not generally supported by Q&A systems.

     a. Is Gates currently CEO of Microsoft? 

     b. Were there any meetings between the terrorist hijackers and Iraq before the WTC event?

     c. Did the Enron merger with Dynegy take place?

What characterizes these questions as beyond the scope of current systems is the following: they refer, respectively to the temporal properties of the entities being questioned, the relative ordering of events in the world, and events that are mentioned in news articles, but which have not occurred at all.

Workshop Goals

There has recently been a renewed interest in temporal and event-based reasoning in language and text, particularly as applied to information extraction and reasoning tasks (cf. Mani and Wilson, 2000, and 2001 ACL Workshop on Spatial and Temporal Reasoning). Several papers from the workshop point to promising directions for time representation and identification (cf. Filatova and Hovy, 2001, Schilder and Habel, 2001). Many issues relating to temporal and event identification remain unresolved, however, and it is the goal of this workshop to address these questions. Specifically, the goals of this workshop are twofold: (a) to examine how to formally distinguish events and their temporal anchoring in text (news articles); and (b) to evaluate and develop algorithms for identifying and extracting events and temporal expressions from texts.

Relative to the first goal above, there are four basic research problems that will be addressed:

FOUR RESEARCH PROBLEMS

a. Time stamping events (identifying an event and anchoring it in time);

b. Ordering events with respect to each other (relating more than one event in terms of precedence, overlap, and inclusion); 

c. Reasoning about the ramifications of an event (what is changed by virtue of an event);

d. Reasoning about the persistence of an event (how long does an event or the outcome of an event persist). 

To answer these problems, two things are needed: a specification language and an annotated Gold Standard corpus. A specification language, TenseML, will be defined and developed as a deliverable of the workshop. This XML-compliant language should formally model most of the following properties of time and events:

SPECIFICATION OF TIMES AND EVENTS

     How to represent the interval values of events (time-stamping); 

     How to represent aspectual properties of an event (what phase of an event is being time-stamped); 

     How to represent all possible temporal ordering relations between two events; 

     How to model shallow (entailed) ramifications of an event (what related events are triggered by an event’s occurrence); 

     How to model when a state persists and when it does not (what states follow from an event); 

Once the initial definition and specification of TenseML is complete, it will be necessary to begin annotation on a large number of news articles, in order to create a Temporal Gold Standard (TIMEBANK). This would most likely entail the annotation of at least 300-500 articles, taken from either Reuters, the Factiva Media Base, or existing corpora such as TDT and TREC. TIMEBANK, the annotated corpus, will be a second deliverable of the workshop. It should be noted that no such corpus of annotation currently exists.

The specification language will suggest but not determine the nature of how answers to temporal questions are best presented to the user. This remains largely an issue of habitability and usability of the application. Nevertheless, answers to temporal questions may take one of several forms:

a. Selections from database entries, populated from the appropriate information extraction algorithms;

b. Textual fragments from news articles, indicating total or partial answers to the question; 

c. Answers may be abstracted and represented visually in terms of a timeline or a hyperbolic visualization algorithm. 

Phase II of the workshop addresses the second goal mentioned above. This involves the evaluation of existing, and development of new temporal extraction algorithms. The four research problems given above correspond roughly to extraction algorithms of increasing degrees of sophistication and complexity. Time stamping events is not too dissimilar from named entity recognition; event ordering identification is somewhat similar to relational parsing; and capturing persistence and ramification properties of events is similar to identifying dependencies in a dependency grammar.

The algorithms will be applied and tested against the development corpus of the gold standard, TIMEBANK. Evaluation against a blind test set will measure for accuracy of answers for a range of questions, as defined by the participants, paying particular attention to target the specific temporal properties of the text with different questions.

Workshop Deliverables

The workshop hopes to provide an understanding of what the limits of the current technologies are, while providing some preliminary capabilities for answering questions involving temporal expressions. Several important artifacts will be generated as a result of the workshop:

· A standard markup language for temporal and event expressions, TenseML;

· A gold standard corpus for temporal expressions, TIMEBANK;

Significantly, the results of this workshop will enable the community to begin addressing an entirely new type of question-answering capability, and one that is necessary for answering questions pertaining to the deeper content of news articles.

Team Members:

Team Leader:  James Pustejovsky, Brandeis University

Principal Members

     Jose Castano, Program Manager, Brandeis University

     Bran Boguraev, IBM Research

     Robert Gaizauskus, University of Sheffield

     Robert Ingria, LingoMotors Inc.

     Graham Katz, University of Stuttgart

     Dragomir Radev, University of Michigan

     Beth Sundheim, SPAWAR Systems Center

     Marc Verhagen, LingoMotors, Inc.

Adjunct Members 

     James Allan, University of Massachusetts-Amherst

     Lisa Ferro, MITRE

     John Frank, MetaCarta

     Inderjeet Mani, MITRE/Georgetown University

Visiting Scientists

     James Allen, University of Rochester

     Cleo Condoravdi, XEROX PARC

     Antonio Sanifilippo, SRA

     Len Schubert, University of Rochester

MPQA (Multiple Perspectives for Question Answering)

Team Leader:  Janyce Wiebe, University of Pittsburgh (wiebe@cs.pitt.edu)

Problem:

This proposal addresses a form of question answering that does not focus on finding facts, but rather finding what people think, as evidenced by what is said in news reports around the world.

Examples of questions we might want to answer from different perspectives are:

· How will/should the U.S. respond to the Sept 11 attack?

· Why was the U.S. attacked on Sept 11?

· Why is the U.S. bombing Afhanistan?

· Should we drill in the Alaska wildlife refuge?

· What is Al-Qaida ?

· Does Indonesia support the U.S. war on terrorism?

· Who is sending anthrax through the mail?

· How will the attack affect the Israeli-Palestinian peace process?

There are many varieties of "what people think," all of which are potentially useful.

Perhaps the most obvious situation in which a question is answered differently from different perspectives is when people hold different beliefs about what is factually true.

However, answers from different perspectives also include ideological beliefs, religious beliefs, evaluations, judgements, and speculations. They might reflect personally held beliefs, or official positions in legal, political, religious, or ideological platforms. In addition, the source of the belief might be a specific person, a group, a political or economic sector, or even the general culture at large. Recognizing the type of perspective reflected in an answer is essential for knowing how to interpret the information and what we can learn about the source.

Once answers of various perspectives are identified, they should be compared and constrasted for presentation to the user, and represented in a knowledge base to support reasoning and querying.

Thus, five main aspects of the problem are the following:

· Retrieval of text segments containing candidate answers from multiple perspectives.

· Characterization of the type of perspective of each answer. The answer may be presented as factual in the original source, or as a belief or opinion. It might reflect personally held beliefs, or official positions in legal, political, religious, or ideological platforms. It might be positive or negative evaluative, or speculative. A taxonomy of types of perspectives and how they are manifested in language is needed 

· Characterization of the source of the perspective. The source of the perspective may be an individual, a group, a political or economic sector, etc. A taxonomy of types of sources and how they are manifested in language is needed. 

· Comparison and clustering of the answers into similar perspectives, for presentation to the user.

· Representation of the answers in a knowledge base. As questions are answered from multiple perspectives over time, storing the results in a knowledge base would support queries such as which sources have expressed negative evaluations toward various topics, or which perspectives have changed over time. A knowledge representation scheme for perspectives and their various characteristics should be developed to support such queries. 

Examples and Observations

In the early phases of question answering, query formation for the IR engine may limit the perspectives the system can find. The reason is that wording in the question may not match the wording in a text segment taking an alternative view on the same subject. For example, a question about "terrorists groups" will not match a text about "freedom fighters", even if the same groups are in fact being referred to.

The following passage, from an American newspaper, explicitly points out different views of groups such as "Tawalbeh" (italics added).

          Arafat's Dilemma: What Pleases U .S. Offends at Home Anger Smolders After Militant's Arrest

          By Lee Hockstader

          Washington Post Foreign Service Monday, November 19, 2001

On one side, the 72-year-old Palestinian leader has been squeezed hard by the Bush administration since Sept. 11 to crack down on Palestinian terrorist groups, and there are signs that he sees political advantage in doing just that. On the other side, he faces a risk of street protests and popular insurrection if he arrests militants on Israel's most- wanted list such as Tawalbeh, whom Palestinians regard almost universally as freedom fighters battling a brutal Zionist occupation.

A query about "terrorist groups" would likely miss perspectives written from some Palestinian points of view. Thus, appropriate query expansion must be performed so as not to exclude different perspectives on the topic being queried.

The source of the perspective might be the writer of the text (or speaker of a broadcast). This would be the case in an editorial, for example, or a political communique. For example, here are different views about the same topic expressed in editorials.

     From an editorial from the India Times:

"General Musharraf has wisely chosen to throw in his lot with the US.

     From Frontier Post (Pakistan) letter to the editor:

"Looking at the event from the beginning most people including myself were convinced that President's Musharraf's decision to support the USA was ill-thought, ill advised and was only taken for financial reward in a hurry."

On the other hand, the source of the perspective is often someone mentioned in the text. Recognizing such perspectives will require segmenting texts by point of view. Here is an example, which describes a factual dispute:

     Taliban Hopes 'Allah Would Break America ,' 

     Vowing to Defend Kandahar, Official Balks at Power-Sharing Government

     By John Pomfret and Rajiv Chandrasekaran

     Washington Post Foreign Service

     Wednesday, November 21, 2001; 1:08 PM

Agha [Tayab Agha, spokesman for Taliban leader Mohammad Omar] claimed the Taliban continued to rule in Kandahar, Oruzgan, Zabol, Ghazni and Helmand provinces. Afghan and Western sources, along with travelers who arrived today in Spin Boldak, disputed his claim, saying the Taliban only control parts of most of these provinces and had no influence over Ghazni at all.

     Question: How much of Afghanistan does Taliban control?

Answer 1: according to a Taliban spokesman, Taliban rules in 5 provinces

Answer 2: according to others, only parts of 4 provinces

Following is another example, involving ideological views. Descriptions of the source of the perspective are italicized:

          From a British newspaper:

The reason for the challenges to the Harry Potter books centre round their focus on wizardry and magic. Fundamentalist Christians claim the series is subversive, because wizardry is incompatible with Christian belief. According to them, it is presenting witchcraft in an attractive light and desensitising young people to its dangers. They are hostile because in their opinion Rowling has a false world view, that is, she does not write from the standpoint of Christian ethics.

In this passage, the italicized phrases signal that the perspective of the fundamentalist Christians is continuing. Being able to identify those phrases is important. In addition, passages are often ambiguous as to the boundaries of segments presenting points of view, so additional knowledge is also needed to perform this segmentation.

Differences in perspective are realized by differences in wording. The number of words and phrases with evaluative and speculative uses is vast. There are some dictionaries of evaluative language available, but they are far from comprehensive. Identifying evaluative and speculative language will be a key part of mining perspectives from texts. In addition, representing and characterizing the results of multi-perspective question answering will be important for making them useful.

Learning the various types of linguistic expressions needed to identify and characterize perspectives in text is a challenging problem in a single language. Comparative analyses of perspectives in different languages would be a. natural follow-on to this work in the future.

Approach:

The problem of multiperspective question answering is very large. We propose to perform exploratory studies of perspective in text, and perform experiments to automatically learn relevant linguistic knowledge and use the results in question answering. Our goals will be to shed light on: (1) what types of perspectives are realized in text and which aspects are relevant for question answering, (2) what types of relevant knowledge can be learned from texts, and (3) what types of algorithms appear most promising for various aspects of the problem.

Specifically, we propose to do the following.

· Develop a taxonomy of perspectives and their characteristics. This will be revised as work progresses and we learn more about perspective in question answering. 

· Develop a knowledge representation to represent the distinctions being made. This will be revised as work progresses.  

· Experiment with algorithms for learning linguistic knowledge automatically from corpora. More detail is provided about this aspect of the proposed work because I am already performing research in this area. 

Individual linguistic clues as well as contextual knowledge will be needed to detect perspective. We propose to experiment with bootstrapping algorithms that are seeded with moderate amounts of annotated data and then learn linguistic knowledge from unannotated data. Three candidates which have been successfully used to learn linguistic knowledge from corpora are distributional similarity, meta-bootstrapping, and co-training.

The idea behind distributional similarity is that words are judged to be more similar if they are correlated with similar things. We have successfully used distributional similarity to learn evaluative words.

Meta-bootstrapping is a technique for learning extraction patterns and their fillers for information extraction. We will search for extraction patterns for different kinds of perspectives, i.e., different kinds of wording for expressing different kinds of perspectives. The fillers of the extraction patterns will extend our repository of unigram clues.

Co-training is a technique for using two different sources of knowledge about a problem to solve it. We propose to use individual linguistic clues as one of the knowledge sources, and contextual features as the other source of knowledge. The process is an iterative one, increasing knowledge on each iteration.

Use the learned knowledge to identify and characterize perspectives in texts returned by an existing question answering system.  Experiment with techniques from multi-document summarization, information fusion, and clustering to sort the answers into clusters by point of view. 

In addition, as time permits, preliminary efforts will be made to perform query expansion to broaden the set of candidate answers returned by the IR system. The goal is to find candidates that differ widely in perspective from the question.

Team Members:

Team Leader:  Janyce Wiebe, University of Pittsburgh

     Chris Buckley, SABIR Research 

     Claire Cardie, Cornell University 

     Diane Litman, University of Pittsburgh 

     Scott Miller, BBN 

     David Pierce, SUNY Buffalo

Reuse of Accumulating Knowledge

Team Leader:  Marc Light, MITRE (light@mitre.org) and Abraham Ittycheriah, IBM (abei@us.ibm.com)

Proposal:

Exactly what "reuse" is and how it can be achieved is not clear.  We propose to explicate, subcategorize, and describe examples of reuse opportunities with the hope of clarifying what reuse is.  Such clarity is a precursor for developing systems that perform reuse.  

We propose to collect data:

· Collect questions on a number of specific topics (ca. 100 questions per topic) from search engine logs (e.g., grep Excite logs for questions about Anthrax) 

· Collect documents that answer many of these questions (e.g., use a search engine to collect web documents and/or newswire documents) 

· Collect at least one question set with answers in the TREC document collection 

Analyze the data

· Find as many reuse possibilities as possible 

· Develop a set of types that cover most of the examples of reuse 

· Categorize the reuse examples 

Finally, we will write a white paper describing the collection and analysis.  We will meet to sketch out the paper.  

Deliverables

· Collection of questions and documents on a topic coupled with a specific information gathering tasks 

· Categorize and reuse with examplars 

· White paper 

Impact

· Clarify what reuse is 

· Provide development set for implementing reuse 

· Provide a start for a possible TREC QA subtrack for a future year 

Team Members:

     Marc Light, MITRE 

     Abraham Ittycheriah, IBM

� The selected, multiple data sources would be a subset of a highly heterogeneous collection consisting of a large number of diverse data sources of all sizes and types.  See Section 3.3 for more details on this heterogeneous collection.


� A low-density foreign language is a language with few readily available linguistic and language processing resources (e.g. parsers, morphological analyzers, etc.).
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AQUAINT Phase I Projects 

(Fall 01 - Fall 03)

Emphasis on One or more Advanced QA System Components  (6)





			Organization


			Title


			Investigator


			Topical Focus


			Data Dimension


			ARDA



Agent





			Language Computer Corporation


			Advanced Techniques for Answer Extraction and Formulation


			Dan Moldovan / Sanda Harabagiu


			Components


			Focused (Text)


			CIA





			SAIC / Stanford University (Knowledge Systems Lab)


			AQUAINT Question Answering (AQUA) System


			Maureen Caudill / Barbara Starr / Richard Fikes


			Components


			Multiple Genre


			CIA





			SRI International


			From Question-Answering to Information-Seeking Dialogs


			Jerry Hobbs


			Components


			Focused (Text) + TREC Queries + AQUAINT Scenarios


			CIA





			University of Massachusetts


			Relevance Models and Answer Granularity for Question Answering


			Bruce Croft / 



James Allan


			Components


			Structured / Unstructured


			NSA





			University of Southern California   (Information Science Institute)


			TextMap: An Intelligent Question-Answering Assistant


			Daniel Marcu / 



Ed Hovy / 



Kevin Knight


			Components


			Focued (Text)


			DIA





			University of Texas


			Computational Implicatures for 



Advanced Question Answering


			Sanda Harabagiu


			Component


			Focused (Text)


			CIA
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AQUAINT Phase I Projects 

(Fall 01 - Fall 03)

Total End-to-End Systems (6)





			Organization


			Title


			Investigator


			Topical Focus


			Data Dimension


			ARDA



Agent





			BBN Technologies


			Answering Questions through Understanding and Analysis (AQUA)


			Dr. Ralph Weischedel / Scott Miller


			Total System


			Focused (Text)


			NSA





			Carnegie Mellon University (Language Technology Institute)


			JAVELIN: Justification-based Answer Valuation through Language Interpretation


			Eric Nyberg / 



Jamie Callan / 



Jaime Carbonell


			Total System


			Multi-Lingual (Text)


			DIA





			Columbia Univ. / 



Univ. of Colorado, Boulder


			Integrating Robust Semantics, Event Detection, Information Fusion, and Summarization for Multimedia Question Answering


			Vasileios Hatzivassiloglou / Kathleen McKeown / 



Daniel Jurafsky / 



Wayne Ward /



Jim Martin


			Total System


			Multi-Media (Text/Voice)


			DIA





			CyCorp. / IBM T.J. Watson Research Center


			QUIRK: Question Answering (QU)= Information Retrieval (IR) + Knowledge (K)


			Stefano Bertolo / 



David Gunning / 



John Prager


			Total System


			Structured / Unstructured


			CIA





			IBM T.J. Watson Research Center / Cycorp


			Intelligent Question Answering (IQA) 


			David Ferrucci / Stefano Bertolo


			Total System


			Structured / Unstructured


			NSA





			SUNY/Univ. of Albany / 



Rutgers Univ.


			 HITIQA: High-Quality Interactive Question Answering


			Tomek Strzalkowski / 



Paul Kantor 


			Total System


			Focused (Text)


			CIA
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AQUAINT Phase I Projects 

(Fall 01 - Fall 03)

Focused Effort -- Cross Cutting /Enabling Technologies (4)





			Organization


			Title


			Investigator


			Topical Focus


			Data Dimension


			ARDA



Agent





			BBN Technologies


			Question Answering from Spontaneous Speech Data (Answer Spotting Component)


			Herbert Gish /



Rukmini Iyer


			Answer Spotting in Speech


			Multi-Lingual (Speech)


			NSA





			Language Computer Corporation


			Just-In-Time Interactive Question Answering (JITIQA)


			Sanda Harabagiu / 



Dan Moldovan


			Interactive QA


			Focused (Text)


			CIA





			Princeton University


			WordNet Enhancements: Toward Version 2.0


			George Miller / Christiane Fellbaum


			WordNet Enrichment


			Not Applicable


			NSA





			University of California, Berkeley, ICSI, Stanford Univ.


			QuASI: Question Answering using Statistics, Semantics, and Inference


			Marti Hearst / 



Jerome Feldman /



Chris Manning


			Adv. Reasoning; Content Rep; Lang. Processing


			Variety of Text Collections


			CIA
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AQUAINT Phase I Projects 

(Summer 02 - Fall 03)





Newly Awarded Projects – Starting Summer 2002 (7)





			Organization


			Title


			Investigator


			Topical Focus


			Data Dimension


			ARDA



Agent





			New Mexico State Univ.; Univ. of Maryland-Baltimore County; CoGenTex


			Meaning-Oriented Question-Answering with Ontological Semantics


			Jim Cowie // 



Sergei Nirenburg //



Tanya Korelsky


			Total System


			Multi-Lingual (Text)


			CIA





			Carnegie Mellon Univ.


			Q&A from Errorful Multimedia Information Streams


			Howard Wactlar


			Components


			Multi-Media; Stuctured / Unstructured


			NSA





			Language Computer Corporation


			Question Answering for the Web


			Dan Moldovan


			Component


			Focused (Text & Web Pages)


			CIA





			University of Southern California   (Information Science Institute)


			Advanced Generation for Presenting Answers


			Kevin Knight


			Components


			Focused (Text)


			NSA





			Carnegie Mellon University (Language Technology Institute)


			Mining the Web for Multimedia Q&A


			Yiming Yang; 



Jaime Carbonell


			Enabling Tech: Multi-media QA


			Structured / Unstructured


			DIA





			HNC Software, Inc.


			A New Mathematical Framework for Language Representation, Association, Processing, and Understanding


			Robert Means


			Enabling Tech: Language Representation, Understanding


			Focused (Text)


			NSA





			New Mexico State Univ.


			Aware:  Investigating Interactive Question and Answering


			Bill Ogden


			Enabling Tech: Interactive QA


			Multi-Lingual


			CIA
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