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This project is based upon the PI’s recently completed comprehensive high-level theory of mammalian thalamocortex (the first such theory ever).  If correct, this theory will almost certainly be the most important scientific discovery of all time.  The first public presentation of the theory (at the 2002 World Conference on Computational Intelligence) will occur this week.  Publications describing this theory in detail will appear soon.   Hecht-Nielsen’s theory introduces four constructs to explain the function of thalamocortex: feature attractor neural networks, mutual significance evaluator neural networks, consensus building (the universal thalamocortical information processing operation), and the brain command loop.   The basic idea of the theory is explained below (to keep the exposition short the theory will be treated as fact).   
Each feature attractor network consists of a millimeters-scale patch of cortical surface (containing hundreds of thousands of neurons) reciprocally connected to a much smaller dedicated compact body of neurons within thalamus.  These cortical and thalamic subdivisions, called regions, do interact and overlap somewhat; but for simplicity can be viewed as pairwise disjoint and independently operating.  The mammalian cortical surface (with an area in humans of about 240,000 square millimeters) is exhaustively paved with many thousands of these cortical regions (in contrast, the totality of the paired thalamic regions occupies less than half of the volume of that nucleus).   Each feature attractor network can be independently operated, using a control signal exactly like that used to contract a skeletal muscle.  These thought command signals are generated alongside muscle activations, using exactly the same thalamocortical machinery (the brain command loop – not discussed further here).  Similar commands control the mutual significance evaluator networks described below (and a few other basic operations).   Thought processes are learned (via rehearsal) and stored exactly as movements.

Each time a feature attractor network operates (which can be several times per second), it takes whatever neuron responses are occurring in its cortical region and, via a fast ‘down-to-the paired thalamic region-and-back-up-to-the cortical region process,’ converts it to the nearest of a fixed-early-in-life lexicon of collective neuron responses (called a token).    This fixed collection of (thousands of) tokens associated with a single cortical region is a symbolic language used to describe one particular attribute of an object.   The feature attractor’s function is to take an arbitrary description of that attribute and cast it into one of a fixed lexicon of standardized token descriptors.  The fact that these tokens remain largely stable throughout life allows facts about an object to be accumulated across decades.  Each object represented in thalamocortex is expressed at any moment in terms of a fixed collection of tokens; one per involved region.   Objects typically have a variety of such token collection descriptions which occur on different occasions, but the probability distribution of these collections is tight; allowing their accumulation and unified abstract representation on higher-level cortical regions.  Thus, the early AI researchers who assumed that the brain is in some way symbolic were essentially correct (of course, they did not anticipate the huge number of separate symbolic lexicons that it employs).

Each mutual significance evaluator network (of which human thalamocortex has roughly a million) unidirectionally links one cortical region (the source) to one other (the target).   This neuron effectively links each token on the source region to multiple tokens on the target region (how this is implemented by the neurons involved is too long a story for this overview).  The strength of each of these linkages is a direct function of the ratio of the actual long-term frequency co-occurrence of these two tokens to the theoretical frequency of chance co-occurrence.   This ratio is a novel information theoretic quantity called the mutual significance of the target token in the context of the source token.   These token pair significances are learned over a long time (or during a ‘forced march’ repetitive operation of the network during sleep).   Only large significance values (co-occurrences considerably above chance) are learned, since these represent the only valuable information.   Mutual significance evaluator network learning is the only learning process in the entire thalamocortex (this learning process remains ‘on’ throughout life).  It accounts for everything we are.

Thinking has puzzled neuroscientists for thousands of years (e.g., 2,350 years ago Aristotle clearly defined three different types of associative memory process in the human mind).  The astounding conclusion of the Hecht-Nielsen thalamocortical theory is that all information processing in the mammalian thalamocortex is due to a single operation: consensus building.   A consensus building operation (which is a coordinated sequence of individual network activation steps, stored, recalled, and released exactly like a motor movement) consists of four ingredients: a collection of constraint regions (upon which assumed facts are represented by expressed tokens), a collection of answer regions (which start out blank but upon which the answers – if any there be – will be expressed as tokens at the end of the operation), a collection of knowledge bases (mutual significance evaluator networks connecting certain of the regions involved in the process), and an operating precedence ordering (describing specifically which networks are to be activated in what sequence to carry out the desired answer-finding operation – it is actually this which is stored as the description of the overall thought process).    The net result of a consensus building operation is (if it is successful) a set of answers which are logically consistent with ALL of the assumed facts in terms of ALL the employed knowledge.   After a bit of contemplation, most students of the theory end up having an epiphany when they suddenly realize that, indeed, every thought process they carry out can be viewed as a consensus building process.
The neuronal designs of both the feature attractor and mutual significance evaluator networks make them highly random-neuron-death tolerant.  As life progresses and a huge percentage of the cortical neurons making up these networks die, the feature attractors keep working properly (although the original tokens are somewhat eroded) and the mutual significance evaluators still have enough redundant connections between the neurons of the token pairs they link to maintain the proper significance values.

Cerebral cortex contains many different types of derived neural network architectures built up out of collections of mutual significance evaluator networks.  Several of these derived architectures have been discovered by Hecht-Nielsen (hierarchical abstractors, elaborators, instantiators, etc.) and these form part of the theory.  This theory represents over ten years of work by Hecht-Nielsen (supported by extensive computer experiments carried out by his HNC colleagues and UCSD students).

Experiments by Hecht-Nielsen’s group over the past several years with computer-implemented neural network architectures based upon the theory have focused on three data types: auditory, visual, and text.  In the latter category, recent experiments (typically employing a diverse billion-word English training corpus) have demonstrated powerful language understanding capabilities   These architectures are intended to solve practical problems, and are not built to model the brain (although they incidentally provide convincing evidence of the correctness of the Hecht-Nielsen thalamocortical theory).  To highlight the practical orientation of these architectures they are termed Cortronic.

A primary focus of this AQUAINT project is on a Cortronic solution to the question answering problem.  The basic idea is to first express a question to be answered in the form of one or more question-answering sentences (with blank words where the answers are to be filled in).   Additional sentences can be supplied to establish a context for the question.   For example, if we want to know how many cattle were sold by livestock yards in Timbuktu, Mali in 1997, we might create a context with the sentences:

Cattle are often sold to meat producers in auctions held at livestock yards.  There are usually multiple auctions every week at each such stockyard.   Sales are often reported in city and national tax forms submitted by the stockyard owners.   Agricultural newsletters and extension services often also keep cattle sales records.

The question-answering sentence then might be: ##XXX cattle were sold by stockyards in Timbuktu, Mali during the calendar year 1997.   [NOTE: ##XXX is our universal numerical quantity placeholder.]

Based on our preliminary, highly encouraging, language understanding results with Cortronic architectures, we will develop a network architecture which can compare (in the context established by any auxiliary sentences supplied by the user) the similarity of meaning of a given question-answering sentence with that of a second sentence drawn as an ‘answer candidate’ from the stored text database.  If the meaning is deemed close, the user is supplied with this candidate sentence.

We expect that it will take us a good fraction of this 18-month duration of this project to build a working version of this Cortronic question-answering system.  However, our expectation is that its ultimate performance will be so close to perfect that it will quickly supplant all other approaches to this problem.

The base sentence-meaning-comparison system we are building is expected to be very precise, but also computationally demanding.  Using it to exhaustively search through a huge stored text database will not be practical.  However, we believe that it will also be possible to build Cortronic indexing systems that catalog stored text items (at the time they are added to the database) using a large array of descriptive attributes.  A blazing-fast associative database access system can then be built based upon these attributes.   Such a system can search a database at a speed roughly proportional to the logarithm of the number of paragraphs stored.

Another important aspect of the Cortronic technical approach being pursued by this project is that the same approach can be applied to many other types of data (multilingual text, audio, video, etc.), either in isolation or in combinations.   These extensions are not being considered in this initial project.

The presentation our project will give at the ARDA AQUAINT Phase I Mid-Year Workshop next month will exhibit examples of text meaning analysis by Cortronic architectures.   We are also planning to lead a breakout session at this meeting that will allow interested attendees to more deeply explore the technical details of Cortronics.   At this breakout we will be making Cortronics Experiment Kits available to attendees.  These kits describe four Cortronics computer experiments that attendees can carry out to begin becoming personally familiar with this revolutionary new technology.

The Hecht-Nielsen Lab team is delighted to be a part of AQUAINT.   We are committed to making rapid technical progress and bringing revolutionary new capabilities to NSA.
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Figure 1.  A classical associative memory
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