Question Answering Challenges for Knowledge Management
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In hindsight, the tragedy of September 11, 2001 could have been averted, if only we could have exploited the information that was already available and that provided adequate warning of the intent and identities of the perpetrators. Unfortunately, this information was scattered over many ill-structured and disconnected data sources.  It was not readily available to analysts, could not be easily integrated, and was shrouded by the noise of other similar data.  If we are to prevent future tragedies, we must organize and manage the mass of available information in order to improve an analyst’s abilities to locate, identify, interpret, and fuse data, so that questions can be answered in a timely, and efficiently.

The question answering (QA) technology being developed in the AQUAINT program aims to put in the hands of an analyst the capabilities needed to avoid such tragedies.  An ambitious architecture for an advanced QA system for a skilled professional analyst has already been envisioned in the program.  This architecture has three functional components: interpreting and understanding a question, determining an answer, and formulating and presenting that answer. In this paper, we start with our vision of central issues in QA, articulate our understanding of key problems in developing the functional components of a QA system, summarize our capabilities for addressing them, and identify some open problems.  The claims for our capabilities are based on the SHAKEN system being developed by SRI under DARPA sponsorship [1], [2].

VISION OF QUESTION ANSWERING

The target of question answering ranges from completely free text, for which natural language processing techniques are appropriate, to structured sources, which are the domain of database technology. Given that the natural language understanding problem in its full generality will not be solved any time in the near future, the biggest advances in QA performance will come from innovative ways to impose structure on text documents and to exploit that structure to extract information.

Large knowledge bases necessary for QA are already here. The SHAKEN system from SRI  [3] and the KRAKEN systems from Cycorp incorporate significant work on foundational knowledge representation along with knowledge-based editing tools for end users. Even though these systems do not (yet) support a comprehensive natural language understanding system, they provide substantial functionality.  The AQUAINT community should consider exploiting these systems to demonstrate QA competence in several well-defined domains. 

There is always much more to a question than simply answering it: a question is asked in the context of an overall task that a user wants to accomplish; answers to parts of a question may not all be available at the same time; evaluation of a part of a question may depend on the answers to other parts; and answers to multiple questions may lead to abstractions that contribute to the overall task.  When a complete answer to a question is not available, the system must be able to suggest partial answers. The overall experience of asking a question should be the same as conducting a conversation with a person. 

INTERPRETING AND UNDERSTANDING A QUESTION

The problem of question understanding and interpretation has three key aspects: how questions are stated, how questions are mapped to different information sources, and what kind of user interaction is required in the process of formulating a question.

In traditional QA, a question is stated in English. Mapping a question stated in English into a form that can be processed by the machine is a difficult problem.  Doing this mapping correctly usually requires significant interaction with the user.  We believe that in almost all cases, allowing a user to ask questions in English is unnecessary. Users will readily use forms of structured language for asking questions.  For example, the SHAKEN system allows a user to ask a question by using a collection of parameterized queries such as “What is the relationship between <Person> and <Organization>?”  In the SHAKEN interface, a variable such as <Person> can have values that are constants, such as “What is the relationship between Floquil and September 11 attacks?” or expressions as in “What is the relationship between the brother of Floquil and September 11 attacks?”   The current version of SHAKEN supports a predefined, but general, set of templates. A natural extension to this work is to incorporate a comprehensive query language that allows a user to ask an arbitrary set of questions.

Given a query, we need some way of decomposing it into smaller queries, each of which could be answered by some information source.   The solution to this problem invariably requires representing the queries that can be answered by the information sources.  In addition, one must use some mechanism to decompose a higher-level query into the queries answerable using information sources.  A possible approach to decompose a query is to use the pattern completion techniques that are currently under development for SHAKEN.  For example, for a query such as “What is the relationship between <Person> and <Organization>?”, the pattern completion in SHAKEN will identify queries such as “Does <Person> play some role in a suborganization of <Organization>?”, or “Does <Person> play some <role> in <Event> for which <Organization> is an agent?”, and so on. 

The hardest problems in question understanding are working within the context of a question, reusing results across questions, and enabling analysts to collaborate in asking questions.  The AQUAINT architecture has provisions for the problems in making use of the context of a question.  A possible approach for dealing with context is to encode user preferences by using a Bayes Net, and to dynamically adapt the task decomposition based on the utility of each [4].
DETERMINING THE ANSWER

Two key problems faced in determining an answer are (1) given a text document, how to combine it with structured knowledge, and (2) given answers from multiple information sources, how to combine them to produce an answer.  Given the importance of combining text processing with structured knowledge, we advocate two promising ideas: associating semantic annotations with World Wide Web documents, and combining specialist reasoners with information retrieval engines.  To combine answers from multiple sources, we consider ontology of meta information about information sources.

DARPA’s DAML project is completing a successful effort in defining a language that can be used to annotate Web documents. The annotations are made using terms from an ontology, and they induce a machine-understandable structure on a plain text document.  Our ability to exploit such annotations will be key to substantially improving the QA capability of current information retrieval (IR) engines.  To realize this vision, three tasks must be undertaken: defining an ontology for the markup, actually doing the markup, and finally exploiting the markup during question answering.  The central thrust in the DAML project has been to define the language; less work has been devoted to developing tools for creating and extending ontologies, and to creating the semantic annotations.  

Tools to perform semantic markup are essential because the developers who will perform the semantic markup will primarily be the authors and maintainers of Web sites, and they will have no ontological engineering skills.  Without such tools, the vast majority of current and future Web sites will not be annotated with semantically endowed terms and will not become a part of the Semantic Web.  The SHAKEN system is an ideal starting point for developing such a tool, because it already incorporates a pre-built ontology and a graphical interface that can be easily used by people with no training in logic.  SHAKEN will need to be extended to work with Web documents and to emit output in DAML.  As part of the SHAKEN effort, we are also considering the possibility of automatically processing a text document to produce its first formalization using the terms of our ontology.  This effort will allow users to rapidly and interactively construct semantic markup for documents to be published over the Web.

The AQUAINT program is already exploring innovative means of combining an IR engine with a knowledge base: in one AQUAINT-funded project, an IR engine produces an answer, and a knowledge base is used to validate this answer [5].  We believe this to be a very promising direction for QA in which more effort should be invested.  We envision that the IR engine will be augmented with several specialized QA agents that leverage the knowledge of a particular domain or type of question to support much deeper analysis and reasoning during the generation of candidate answers.  Some example agents that can be of immediate use and interest are systems with knowledge of geography, military logistics, political science, organizations and suborganizations, and people identified with a given terrorist group.  Such specialist reasoners could be constructed by giving SHAKEN to domain experts who could populate the knowledge base with comprehensive knowledge from textbooks in geography and political science.

When answers are obtained from multiple information sources, it is important to know the quality, credibility, and accuracy of the information, based on which an information fusion module can be built that reconciles the answers.  Such an information fusion module will rely on an ontology of meta information about the documents.  The ontology will encode temporal distinctions for a document: time read, time published, time authored, and time of events described in the document.  It will encode the purpose of the document, for example, the purpose of (types of) readers, the purpose of the publisher, the purpose of the author, and the purpose of agents described in document.  Since information usually has some bias, the ontology will also represent bias of the reader, publisher, author, and described agents.  Biases can be due to measurement inaccuracies, or to cultural, ideological, or gender issues.  Such an ontology can be built by extending the existing ontology in SHAKEN.

FORMULATING AND PRESENTING THE ANSWER

When the answer is computed from multiple text documents, identifying relevant sections of a document and showing a result constructed from multiple pieces can be a challenge.  If the answer is computed from a structured source, or from a structure that is imposed on a text document, several well-known techniques can be applied.  In that context, three broad problems arise: content organization, presentation format, and justification for the answer.

To determine the content organization of an answer, SHAKEN uses a technology called Explanation Design Plans (EDPs) developed at the University of Texas at Austin [6].  EDPs specify the content and organization of the information that answers users’ questions.  They are based on an extensive analysis of texts authored by people, and then generalized to handle particular question types.  New EDPs can be developed, and added to SHAKEN, to handle new types of questions. 

For presenting results derived from structured sources, natural language generation techniques can be applied.  To support this, the University of Texas at Austin and SRI International have jointly developed a text generation module that can be used to show structured information in a knowledge base in English.  The module incorporates prebuilt templates and rules of grammar in English for generating English.  An initial prototype of this system has already been incorporated into SHAKEN.

It is not enough merely to answer a question. The user must have confidence that the answer is justified.  Justifying an answer obtained from multiple sources involves keeping track of the origin of information, and detailing the process used during information fusion.  Such reasoning can be encoded in a justification-based truth maintenance system [7]. When the answers are derived through document content and reasoning based on ontologies and background knowledge, the system provides justification far beyond any standard IR approach. None of the existing question answering systems exploits truth maintenance for this purpose. 

SUMMARY
Observations about question answering systems

· Breakthroughs lie in inducing structure into text documents

· Large knowledge bases with tools for extending them are already available

· QA dialogs ought to be like conversation with a person

Available capabilities

· Question formulation and decomposition

· Answer presentation and text generation

· Large pre-built ontologies and knowledge base editing tools for people with no training in artificial intelligence

Open problems

· Tools for inducing structure in Web pages

· Incorporating specialist reasoners into IR engines

· Information fusion based on credibility, bias, and purpose 

· QA dialogs that exploit meta information and go across multiple questions and information sources

· Reasoning and answer justification
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