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1. Overview

In the past six months we have improved our QA system for answering factoid questions. We have exploited ad-hoc filters to filter out incorrect answers and utilized structured data as an additional knowledge source. The focus of our work, however, is on answering biographical/definitional questions. We have implemented a prototype bio/def QA system and evaluated one of the components. Evaluation of the whole system is under way and will be reported in our presentation at the June 2003 PI meeting.

2. Factoid QA

We hypothesized that QA systems could benefit from using structural data sources (e.g. relational databases) to complement textual corpora.  Finding the correct answer, if it exists, from structural data is usually easier than from text.  Furthermore, answers to certain types of questions (e.g. telephone number of a person) are more likely to be present in structural data sources (e.g. Phone Books) than in unstructured text. In our experiments, tabular data were extracted from the following sources and stored in a relational database:

· The CIA World FactBook (http://www.cia.gov/cia/publications/factbook/): Contains fact-based information about countries, such as their population, area, GDP, chief-of-state, etc.

· http://www.50states.com/: Contains facts about US states, such as population, area, capital, state song, etc.

· Gazetteers published by the US Census Bureau (http://www.census.gov/geo/www/gazetteer/gazette.html): Contains population, zip code, land and water areas of all US cities and counties.

· Probert Encyclopedia’s Gazetteer (http://www.probertencyclopaedia.com/places.htm): Contains the locations of 45,000 geo-political areas (cities, provinces/states and countries) and landmarks (lakes, rivers and mountains). 

· WordNet holonyms. A word X is a holonym of another word Y if Y is part of X.  For example, “car” is a holonym of “tire” and “US” is a holonym of  “California”. 

The extracted information was represented as tuples <entity, attribute, value, source>. Questions were transformed into relational database queries. Transformation rules were manually induced based on training questions in TREC9. The source field is currently not used. In the future, sources may be weighted by trustworthiness.

We have written a number of filters to rule out certain meaningless answers from consideration in answer extraction. The filters are largely designed to overcome the high level of granularity of our named entity recognizer. For example, our recognizer typed  “this Monday” and “last month” as dates, although such expressions cannot possibly be correct answers to When questions.

We evaluated the performance using the TREC 9 corpus for training and the TREC 10 corpus as a test set.  The results are shown in Table 1 where the numbers reported are the percentage of questions for which a human deems the top-ranked answer correct. The improvements are significant.

	Factoid QA Performance
	TREC 9
(test on training)
	TREC 10
(fair test)

	Baseline
	29.47%
	23.89%

	With Filters
	30.38%
	25.83%

	With Structured Data
	34.53%
	27.30%


Table 1: Factoid QA Performance Improvements
3. Biographical and Definitional QA
3.1 System Design

Our bio/def QA system consists of a front-end processor, a question classifier, a relevance filter, a redundancy detector and a sentence compressor.

Front End Processor

For front-end processing, we use Serif, a state of the art information extraction system developed at BBN. Serif does named entity recognition, syntactical parsing, proposition processing, co-reference resolution and relation extraction on input documents. It reduces a sentence to a set of basic linguistic features that are amenable to statistical classification. Such features include appositives, copulas, propositions and relations. A proposition is essentially a verb argument structure. A relation is a label between two entities (noun phrases). Serif defined twenty types of relations. Here are some examples

· Spouse-of (e.g. “Clinton”, “Hillary”)

·  Founder-of (e.g. “Bill Gates”, “Microsoft”)

·  Management-Of (e.g. “Welch”, “GE”) 

· Residence-of (e.g. “Tom Cruise”, “Malibu”) and so forth. 

At the document level, Serif’s co-ref resolver groups instances of named entities (e.g. “George Bush”), descriptive nouns (e.g. “the president”) and pronouns (e.g. “he”) into equivalence classes. 

Question Classifier

The question classifier assigns types to the subjects of questions enabling the system to make generalizations about classes of entities.  For example, depending on the context, the type for “George Bush” can be “politician”.  Using a biography of George Bush as training, the system can learn required elements of answers to questions about politicians in general, such as office held, constituency, or term length.

Relevance Filter

The relevance filter determines whether a sentence is relevant to a question subject, thereby allowing the bio/def QA system to reserve computational resources for sentences with a higher likelihood of containing the desired answer.  The input to the filter is a sentence and a question subject (e.g. “George Bush” is the subject for the question “Who is George Bush?”).  The output is the probability that the sentence is relevant. 

We have designed two relevance filtering algorithms. The bag-of-words filter treats a sentence as a query and computes the IR score between the sentence and the training data of the proper type. BBN’s  IR engine (Miller et al, 1999) was used for this purpose. 

The other is a feature-based filter. Given a sentence containing a feature v and a question subject S of type T, the probability model for the feature-based filter is
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P(relevant|T) is the prior probability of being relevant for any sentence that contains a question subject of type T. P(v|T) is the probability of seeing feature v in all sentences (relevant and non-relevant) that contain a question subject of type T. It can be estimated from a background corpus. P(v|relevant, T) is the probability of encountering v in relevant sentences that contain a question subject of type T. It can be computed from the training data. The prior probability P(relevant|T) is currently ignored.

For estimating the model parameters, we need a sufficiently large corpus of questions paired with manually created answers. To avoid the cost of creating training data from scratch, we have mined the Web and obtained 23 K biographies as training data for answering biographical questions.

Redundancy Detector

       While our long-term goal of bio/def QA is to automatically synthesize an informative, concise and coherent answer, our short-term goal is to produce a list of text snippets as a surrogate. To avoid verbose answers, a redundancy detector is used to check if two or more text snippets contain the same information. String comparison is not a good method for redundancy detection because it cannot handle variations of the surface strings. Our approach is to treat each text snippet (e.g. a sentence or a phrase) as a set of linguistic features as we discussed above and check for overlapped features among snippets. While a formal evaluation has yet to be performed, a casual examination of some sample output shows that the approach works reasonably well.  

Sentence Compressor

The motivation of sentence compression is that a good sentence may contain pieces of irrelevant material to a question. The goal is to remove such irrelevant pieces from the sentence. Like other components, our compression algorithm is based on the linguistic features in a sentence. The Serif engine links the arguments of the features to parse tree nodes of the sentence. For each feature, our algorithm finds the lowest parse tree node that contains all the arguments of the feature. The parse tree node is then trimmed: Relative clauses that do not modify the question subject are removed. Words underneath the trimmed parse tree node are concatenated to form the text snippet for the feature. If a sentence contains multiple important features, several text snippets are extracted. 

3.2 Evaluation

We evaluated the relevance filter algorithms on a test set of 150 biographical questions. The test set includes biographical questions in the AQUAINT definitional Pilot study as well as randomly selected person names from the AQUAINT corpus. For each question, the highest ranked 10 documents (in the document retrieval sense) were pulled out from the TREC AQUAINT corpus.  Sentences in the top ranked documents that contain the question term (i.e. person name) were marked as either relevant or non-relevant by a human assessor. In our experiment, all questions were assigned a generic type “PERSON”, as finer-grained question classification did not significantly improve the performance. The test set contains 3428 sentences. We measured precision figures at cut-off ratios 0.1, 0.2, 0.3, 0.5 and 1.0. A cut-off 0.1 means that for each test person the top 10% of the sentences are considered in scoring.  Precision is defined as the ratio of the number of relevant sentences over the total number of considered sentences. The results are shown in table 2. The results show that both algorithms work reasonably well. The feature-based filter is more accurate at a low cut off ratio while the bag-of-words filter is more accurate at higher cut-off ratios.

	Cut-off ratio
	Bag of words,

Precision
	Feature-based, 

Precision

	0.1
	0.79
	0.83

	0.2
	0.80
	0.78

	0.3
	0.77
	0.77

	0.5
	0.77
	0.72

	1.0
	0.69
	0.69


Table 2: Evaluation of the relevance filters. 
4. Summary

We have improved factoid QA by using ad-hoc filters and structured data. We have implemented a prototype bio/def QA system and evaluated the relevance filtering component of the system. Evaluation of the full system is currently underway. We have created a test bed consisting 30 biographical questions with manually generated answers. We will use BLEU metric (Papineni et al, 2001) for evaluating the final system output. Results and findings will be reported during our presentation at the PI meeting.
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