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1. Introduction

This document summarizes the effort expended thus far by Language Computer Corporation (LCC) on the AQUAINT contract: “Question Answering for the Web”. The goal of this contract is to build a web agent that automates information search tasks by providing a high-level interface between the human user and LCC's Question Answering (QA) system. The web agent architecture is abstracted on 4 levels:

1. The highest level is the human interface, which displays the information retrieved by the agent to the human user.

2. The second level is the set of agent tasks, which abstract the human user's information search, such as direct search and interest tracking.

3. The web agent uses a set of agent tools to implements the tasks. The agent tools proposed in this contract encompass web meta-search, multimedia retrieval, and digital library search.

4. The lowest layer in the architecture is the QA system, which performs the actual information search.

The remaining of this document discusses the advancements and implementations made recently.

2. Advancements in Interest Tracking

2.1 Overview

For the web agent to perform its tasks without interrupting the flow of information to and from the user, the system must create and maintain a user context to track the interests of the user so as to provide new relevant information. We have concluded that there are two types of context needed: the static context, made up of data explicitly specified by the user, and the dynamic context, which is composed of data generated from the static context and related searches and information retrieved by the web agent.

One of the issues of creating and maintaining the user context is finding related topics and relevant information about which to perform additional background searches. We have devised a method by which we can detect related topics to search on, given a set of documents - common phrase discovery. The following subsections will detail the user context and phrase discovery components of the interest tracking module.

2.2 User Context

Through an internet browser, the user can specify explicit interests to the web agent. Information of this kind is, for example, a specified topic of interest, trusted sources, and untrusted sources. All this information is included within the user's static context. Also included is any implicit context information generated by the web agent, such as related topics. The static context represents the information need which is relatively stable and specific.

The dynamic context, on the other hand, is all the pertinent information that may change rapidly, including queries posed by the user, keywords from those questions and their dates, and frequency, as well as generated relevant data that has not yet been determined to be relevant enough to be made part of the static context.

Using this contextual information, the web agent can perform background searches transparent to the user and generate new topics and keywords from documents viewed or selected by the user, presenting new information in a timely manner.

2.3 Phrase Discovery

One method that we have employed to find topics related to the user's current search is to detect common phrases within the set of documents viewed by the user or retrieved as relevant by the QA system. In this way, we have been able to extract short phrases that are topics or concepts related to the document set. Once the agent has these phrases, it can form definition questions to obtain more information about the topic or concept. The phrase discovery subcomponent works in the following three stages:

1. Possible phrases are created within each document in the set. Only phrases not containing stop words are created. The phrase length is set by parameter.

2. The phrase relevance score is calculated. This is used to trim out all phrases that are not determined to be relevant to the document set. This metric is calculated as ( (2*fP) / fLOW ), where fP is the frequency of the phrase and fLOW is the frequency of the least occurring word of the phrase.

3. The phrases determined as most relevant can then be used to expand the user query or to pose definition questions to the QA system.

Examples of relevant phrases discovered by the web agent:

For the TREC question “Where was Abraham Lincoln born?”:

 Springfield Illinois, Gettysburg Address, Civil War, Nancy Hanks, Emancipation Proclamation, Wilkes Booth, Ford Theatre.

For the example question: “When did Rome conquer Greece?”:

 Greek culture, Alexander Great, Roman Republic, Roman Empire, Julius Caesar, slave revolt, ancient Greece, classical period.

For the example question: “Who directed "Rushmore"?”:

 Wes Anderson, Bill Murray, Jason Schwartzman, Olivia Williams, Owen Wilson, Max Fischer, bottle rocket, academic probation.

3. Image Retrieval

3.1 Overview

In this task, we extend our Web QA system to extract image answers in addition to text.

The focus of this task is on image objects due to their large occurrence in Web documents, but our approach can be immediately extended to other multimedia objects, such as sound or movie files. Unlike other image retrieval systems (e.g. Google Images), our goal is to extract multimedia objects as enhancements to textual answers not as stand alone objects. This allows us to preserve all the advantages of our textual QA system and also use the textual answer as a justification for the multimedia objects retrieved. To accomplish this, the following modules have been added:

· The Multimedia Question Detection module detects when a multimedia answer is appropriate for a question.

· The Image Extraction extracts image URIs from HTML documents before they are converted to a canonical text representation.

· Finally, the Image Scoring module ranks candidate image answers and selects the best solution.

The following subsections will describe each of these modules in more detail.

3.2 Multimedia Question Detection

One of the main tasks of the Question Processing (QP) module is to classify the expected answers into one or more known categories, i.e. answer types. Examples of answer types are: PERSON, LOCATION, DATE for factual answers, or DEFINITION, MANNER for more complex non-factual questions. The QA system stores all possible answer types in an ontology that currently contains 41 concepts, plus an additional NIL answer type to be assigned to questions that could not be classified into any of the known categories. Hence, the detection of multimedia questions translates into an analysis of which answer types might accept multimedia answers. In fact, the only answer types in our ontology that are not relevant for a multimedia QA system are numerical answer types such as: NUMBER, QUANTITY, DATE, TIME, PRICE, and PERCENT.

3.3 Image Extraction

The starting point for the multimedia QA system, the Web QA system, converted all retrieved HTML documents into a canonical text format, which initially did not allow for the inclusion of multimedia objects. To alleviate this problem we have included an Image Extraction module in the Document Normalization stage of the system. The Image Extraction works in the following three stages:

1. A shallow HTML parser extracts image information from the original HTML documents. We currently extract the following information: image URL, which uniquely identifies the image in the Web address space, and image size, including image width and height. Image position is implicitly preserved in the normalized document, because we store each extracted image at the same relative position in the document.

2. All extracted images are passed through the following filter that attempts to separate content images from images used for the page layout. The following filters are currently used:

a.  Size filter. An image is discarded if any of its dimensions is smaller than a certain minimal threshold. We have obtained the best results when the threshold is 20 pixels. This filter identifies images that are typically used as “bullets” to mark the beginning or end of a paragraph.

b.  Ratio filter. An image is discarded if the ratio ( MAX(width, height) / MIN(width, height) ) is greater than a given threshold, e.g. 8. This filter detects images that are typically used to emphasize the borders of the various HTML canvases.

c.  Name filter. This filter discards images whose name contains specific strings we identified as typical layout image names. The most common sub-strings we discovered are: “dot”, “arrow”, “null”, “pixel”, “spacer”, “clear”, “blank”, “bullet”, “logo”, “banner”, “icon”, “bar” and “button”.

3. The images that passed the previous filter are stored in the normalized document, preserving the relative document position. Only these images are considered as candidate multimedia answers.

3.4 Image Scoring

The scoring heuristic employed for multimedia answers is a direct extension of the scoring metrics we use for textual answers. Image answers are scored relative to their proximity to the corresponding textual answers using the following algorithm:

1. Find the textual answer center, which is defined as the exact answer if the question has an entity answer type (e.g. ORGANIZATION, DATE etc.), or as the token located at an equal distance from the outermost left and right keywords otherwise. For example, for the question: “Who was the abolitionist who led the raid on Harper's Ferry in 1859?” the center of the textual answer: “On October 16, 1859, an armed band of abolitionists led by John Brown attacked the arms arsenal of Harper's Ferry...” is the named entity “John Brown”.

2. Sort all image answers located within a certain span of the textual answer center based on their proximity to the textual answer center. The sort operation gives the ranking of the candidate image answers.

4. Conclusions

To develop a web agent that can perform automatic search tasks requires several components, some of the most important of which are the user context and multimedia retrieval modules. We have already seen excellent results from our design and implementation so far. Further testing and implementation we are sure will yield even more interesting results.

	Question
	“What was the name of the plane that dropped the Atomic Bomb on Hiroshima?”

	Answer
	“Colonel Paul W . Tibbets , Jr. , pilot of the ENOLA GAY, the plane that dropped the atomic bomb on Hiroshima...”
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	Question
	“Which film received the first best picture Academy Award?”

	Answer
	“Wings received the first Best Picture/Production Academy Award in 1927.”
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	Question
	“Who was the first Triple Crown Winner?”

	Answer
	“War emerged as a two-year-old of frightening brilliance several months after Sir Barton became the first Triple Crown winner.”
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Table: Examples of Textual and Image Answers












































































































































































































































































