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1. Summary of Project Focus

Columbia University and University of Colorado at Boulder have formed a team in order to build under the ARDA AQUAINT project an integrated system for answering complex questions. These are questions that require interacting with the user to refine and clarify the context of the question, whose answer may be located in multiple non-homogeneous text databases, and for which presenting the answer requires combining and summarizing information from multiple sources and over time. The proposed work addresses research in all three of the following areas outlined in the AQUAINT BAA: Question answering and interpretation, Determining the answer, and Formulating and presenting the answer. 

We are focusing on the intelligence analysts’ perspective to build an end-to-end system for handling questions that extend beyond the factual, single-answer kind. Such a system requires several research advances. We are currently investigating new paradigms for the organization and presentation of information, including a detailed, yet efficiently computable semantic model at the word, clause, and sentence level, and an event-based model for organizing and linking parts of documents. This is being coupled with innovations in the processing of spoken question material, modeling of the context for handling connected questions and answers (such as follow-ups and clarifications) within a session, and cutting-edge summarization technology for putting together in a single paragraph hundreds or thousands of potentially related text pieces while eliminating redundancies and identifying conflicts and contradictions. Our research plan brings together approaches from disparate areas of language processing – semantic analysis, shallow parsing, statistical machine learning for lexical and document properties, information retrieval, information fusion, and natural language generation. Interactions between these technologies can be formally evaluated, deployed in practical applications, and give rise to further investigations based on the successes and failures of the various combinations of techniques that we are exploring. 

In order to handle questions that are ambiguous or have multiple, conflicting, and time-dependent answers, we have identified five core technologies that we are investigating and plan to integrate: Semantic annotation of phrases with FrameNet labels, obtained via an efficient statistical semantic parser; Context management that supports user feedback on answers and follow-up questions via a dialogue interface; Handling spoken questions via novel class-based stochastic models that focus on the words that are important for question answering and incorporate acoustic models for realistic, noisy environments; Event recognition and Information tracking that identifies atomic events in documents, links them into related event clusters at various levels of detail, and provides an alternative way of combining information from multiple text segments across multiple sources; and Information fusion and Summary generation, which allows for combining multiple paragraph-length answers in a concise response that highlights the common parts and the important differences across sources. Evaluation is also a critical component of our project, both by participating in TREC and ARDA-sponsored evaluations and developing specialized collections of questions and answers tailored to the types of questions we are investigating.

2. Achievements during the period December 2002 – May 2003

During the first twelve months of the project, we focused our efforts on three areas: implementing a baseline Q&A system, similar in capabilities to current TREC Q&A systems; developing prototypes of advanced components for the processing of questions and answers; and determining the parameters of the data needed for effective system training and evaluation, including identifying and assessing the suitability of various existing collections of questions and answers. During the subsequent six months of the project, covered by this progress report, we worked on three areas parallel to the above: integrating the prototype components into an end-to-end question-answering system for complex questions and increasing the robustness and speed of that system; refining our earlier modules on semantic parsing and definitions and adding capabilities for handling opinion and biographical questions, as well as partially analyzing events and constructing our first prototype of the dialogue management component; and collecting question and answer data for complex question types, including opinions, events, biographies, and definitions.

2.1. Integrated Question-Answering System: Developing an end-to-end system for question answering was a task of high priority, since neither Columbia University nor the University of Colorado at Boulder worked on the specific task of question answering or participated in TREC’s Q&A track before the AQUAINT contract was awarded. Our initial aim was to develop a prototype system that would offer capabilities similar to those of typical TREC Q&A participants (i.e., answer factual questions with one-sentence answers directly extracted from the source texts), and would at the same time support the future integration of advanced techniques for handling the types of questions listed in our proposal and contract. Two separate prototype systems were completed in the spring of 2002, with which we participated in TREC last summer. Following these developments, we focused during the last six months in adding additional components to the system, increasing its robustness and speed, and adding parallel processing capabilities, necessary for providing access to outside users, who may access the system at the same time. 

The component modules added to the system during this period include: a substantially expanded module for answering definitional questions; a new module for extracting, classifying, and organizing opinion information related to a question; and a new module for answering biographical questions. Further, our system was redesigned taking into account last year’s TREC experience. The two separate designs we had for that competition were merged in a single architecture utilizing multiple servers at several different levels. A question processing server receives and analyzes the question, requesting services from separate components that access each collection available to the system. The collected text fragments are passed to our answer generation server, which routes them to one of the system modules for synthesizing the answer depending on the type of the expected answer (e.g., definition, biography, etc.) A web-based client accesses the main question processing and answer generation servers via HTTP, allowing for accessing the system from any web browser. The servers and modules communicate internally via the exchange of XML structures, and the overall system is a distributed one, with some processes being executed at Columbia and some at Colorado. During this system redesign, we focused in particular on addressing bottlenecks that previously limited the system’s speed, and we improved the modularity of the system so that future components can be added.

A new question type classifier has been incorporated in our system, covering factual questions and the additional question types we now handle. This classifier is now based on a taxonomy of 50 answer types which represent the Named Entities and Thematic Roles that are expected to constitute the answer. We developed and answer type classifier for questions using a Support Vector Machine to classify unseen questions into one of the 50 classes. We used a relatively small training set of 5500 labeled questions that are publicly available. For a test set we used 500 questions from the TREC-10 corpus. The system achieved an 82% correct classification rate using only words, bigrams and statistically tagged named entities as features. This compares well to systems that use considerably more sophisticated features.
2.2 Advanced Technologies for Question Answering: Our efforts in individual technologies for advanced question answering over the past six months included improvements in our earlier work in extracting and formulating definitions and providing a semantic parse of arbitrary text, as well as new technologies for recognizing and classifying opinions, planning long answers for biographical data, and recognizing events.

For definitions, we substantially improved our earlier module for producing paragraph-long answers to such questions. Our approach is a combination of a top-down approach based on predicates that are expected to be realized in a detailed definition, and a bottom-up, data-driven approach that combines related information to avoid redundancy. We have now fully implemented two predicates based on the genus-species relationship. We also implemented a new centroid-based clustering algorithm for fusing together related text passages and choosing only one for the output, and a machine learning model for automatically selecting text that is more likely to appear in human-constructed definitions. For the presentation of the answers, we added to our system a new component for revising and re-ordering the output based on lexical cohesion statistics to create text with increased naturalness and readability. We also built a sizable collection of definitional sentences, which we used to train and evaluate our system.

One of our core technologies is our semantic role parser, which annotates input sentences with the roles played by constituents relative to target verbs. We use a set of 22 Thematic Roles such as Agent, Manner, Theme, Reason, etc., to produce a “Who did What to Whom When Where and Why” type of representation. During the last six-month period, the performance of our basic semantic annotation system has been improved dramatically. Our baseline system first uses the Charniak syntactic parser to identify syntactic constituents, and then labels each constituent with a Thematic Role (including NULL). The system estimates posterior probabilities of role assignments for the constituents given sets of features and combines the estimates to assign the final role labels. Using training and test sets from the PropBank  corpus, this initial system achieved a performance of 70% precision and 57% recall. We made a number of improvements to the initial algorithm which resulted in precision and recall of 74% and 69%. These improvements consisted of clustering target verb classes, removing overlapping constituents, and discounting frame element group statistics.

We investigated a naïve Bayes framework for estimating the probabilities of role assignments, rather than estimating the posterior probabilities directly. The naïve Bayes method gave approximately the same overall performance, but was useful in helping to assess the contribution of each predictor feature. We then developed a new classifier based on Support Vector Machines. As in the baseline system, a syntactic parse is generated by the Charniak parser, and each constituent is classified. In this system, role classification is done by an SVM. Using the same features and the same training and test sets as the previous system, the SVM classifier achieves precision and recall of  80% and 74%.  This is by far the highest performance ever reported for this semantic parsing task. We also experimented with a different semantic parsing algorithm based on SVMs that treats the problem as a chunking task without the use of a syntactic parser, obtaining promising early results.

For event detection, we explored a new approach that detects repeated co-occurrences of proper names (or other classes of words of interest) in related texts such as multiple reports of the same event in different sources. Using a new metric that takes into account the rate of co-occurrence of these words not only in this set of documents but contrasts it with the corresponding rate of co-occurrence in a broader corpus, we are able to detect relationships that are specific to this event. We also extract the most common linking words between event participants, and classify some of the links into semantic types. The results are visualized into a graph that shows which terms are connected and with what kind of relationship.

A new component of our system is our module for constructing biographies. Our approach to this task centers on the fact that the ideal biography is different in both structure and content for different kinds of persons (e.g., entertainer vs. politician vs. military officer). In addition, the user of the biography system also affects the kind of biography desired. To address this variety in the way biographies are constructed, we have implemented a system that learns plans for biographies from examples of particular target biography class. The system uses natural language content planning techniques to subsequently match these plans to the data for a particular individual and to realize the biography as multi-paragraph text. We have completed the implementation of a first prototype of the learning subsystem for biography plans, and have tested it on small sets of hand-constructed inputs.

We also substantially built upon our earlier analysis of opinion questions. We combined a Bayesian recognizer of words that signify opinion phrases and a classifier that partitions adjectives, verbs, and nouns according to whether they express a positive or negative attitude. Using these two components, we constructed a system that separates documents that primarily contain opinions (e.g., editorials) from news articles with 98% accuracy and selects opinion sentences from search results with 70–80% accuracy. We also implemented a module for classifying opinions as generally positive or negative on the basis of loaded words used in the opinion, with 75% accuracy.

Finally, we developed a simple dialogue context manager for our Q&A system. The context manager uses words and parts of speech (statistically tagged) from a new query to integrate new items into the ongoing context. This context is used to generate the set of keywords to be used in each query to the IR engine. From the small set of data that we currently have, the system seems to perform well. We will be gathering data from subjects this summer to do a formal evaluation

2.3. Identifying and Addressing Data Needs: We continued exploring existing data sources for collecting questions that require long or complex answers, and sample answers for them. During the last six months, we focused on five directions in this area: We collected human judgments on a set of definitional texts, which we used for training and evaluating our system. We created by hand representations of elementary biographical predicates for three persons, which we used to test our biography planner and generator. We annotated a small part of the TDT collection with atomic event information, labeling links between specific people, locations, or organizations who are mentioned multiple times together within a broader TDT event. We annotated a set of 400 sentences from news articles with opinion and orientation labels. And, to support broader system needs, we wrapped the CNS data source and made this collection searchable by our system and accessible to the answer generating modules.

3. Plans for the period June 2003 – November 2003

During the next six months we will continue to develop the modules of our system, exploring additional tasks and methods for annotating and processing questions. For our definition module we will implement the matching of additional predicates to text, explore new methods for revising and smoothing the combined text, and investigate evaluation techniques appropriate for definitional information. We will add to our event recognizer a more extensive capability to classify links between named entities, evaluate its output, and consider ways that the event information can be converted to a textual answer. In our opinion answer module, we will refine our opinion partitioning model by targeting a specific entity mentioned in the question rather than generic positive/negative attitude, and explore techniques for linking opinions to supporting facts in the answer. Our biograpy module will include a prototype extractor for collecting the predicates used in the biography plans from text documents, as well as further work on the planning, content selection, and realization component with the goal of an end-to-end operational biography generator. We will further improve the semantic parser by investigating new features,  generating role lattices with SVMs and using the role lattices for re-scoring parses to improve selection of the best parse, identifying ambiguities that require clarification, and diagnosing problems with the system. We will also focus on a combined effort between the two sites to annotate opinion questions with semantic information to help in more accurate generation of answers to such questions.

