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1. Introduction 

This document summarizes the effort expended by Language Computer Corporation (LCC) on the AQUAINT contract: “Question Answering for the Web”, since it started in October 2002. The goal of this contract is to build a web agent that automates information search tasks, by providing a high level interface between the human user and LCC's Question Answering (QA) system. The web agent architecture is abstracted on 4 levels: 

1. The highest level is the human interface which displays the information retrieved by the agent to the human user. 

2. The second level is the set of agent tasks, which abstract the human user's information search, such as direct search and interest tracking. 

3. The web agent uses a set of agent tools to implement the tasks. The agent tools proposed in this contract encompass web meta-search, semantic web search, multimedia retrieval, and digital library search. 

4. The lowest layer in the agent architecture is the QA system which performs the actual information search. 

The remaining of this document describes what has been currently implemented out of the previously mentioned web architecture. As this contract started relatively recently, the modules presented in this document have only prototype “proof-of-concept” implementations. 

2. Interest Tracking 

Interest tracking is the agent task that retrieves information potentially relevant to the user's domain of interest without interrupting the user's direct search flow. The interest tracking module monitors the user's domain of interest and performs background searches for similar topics. The benefits of this approach are: (i) the user's explicit search is enhanced with alternative answers, which may have been missed in the explicit search; and (ii) the search cost (measured as amount of time invested by the user) is reduced by the background processing. 

We performed an analysis on the type of user profile that the interest tracking module needs to manage. Our conclusion is that there are two types of profile: static profile, where the user specifies the topics she is interested in and trusted resources ahead of time, and dynamic profile, which maintains the user's current profile based on the recent question history. 

A significant issue that needs to be addressed by the interest tracking is when to alert the user that new information is available. To decide when to inform the user about newly discovered information, we have designed and implemented a relevance detection algorithm. The main heuristic behind the algorithm is that: the answer relevance is proportional to the number of question keywords found in the answer. The implemented heuristic assigns maximum confidence when all keywords and the required answer type are found in the answer. For example for the question: “Why do dogs shed?”, the answer “... dogs molt mainly due to changes in temperature...” is assigned high relevance because each question keyword (dog and shed) has a semantic equivalent in the answer. The answer relevance decreases if the answer type (e.g. LOCATION, DEFINITION) is not found in the answer, or not all keywords (including lexical and semantic variations) are found in the answer. We have evaluated the relevance detection module on a small collection and 63 questions. The algorithm accuracy (measured as agreement with a human annotator that an answer is good or bad) is 84%. 

3. Semantic Web 

The semantic web is a collection of pages annotated for their meaning. In many ways, each semantic web document can be regarded as an ontology or part of an ontology, unlike a regular HTML document, which is just a collection of words. As the semantic web becomes more or more significant, it becomes clear that there is a lack of human interfaces for accessing this pool of information. In this contract we are developing a tool, the semantic web QA system, that the web agent can use to harvest semantic web information. The semantic web QA system is implemented as an extension to our text-based QA system, such that natural language questions be answered on semantic web ontologies. The following modules were added to the QA system to achieve this goal: 

· Question ontology construction. This module transforms the natural language question into a distinct ontology, which will later be matched over semantic web document ontologies to extract the answer. For example, for the question: ”What is the capital of Italy?” is transformed into the following Ontology Inference Language (OIL) ontology: 
class-def Country

  slot-constraint Name has-value "Italy"

  slot-constraint Capital has-value ?
· Ontology mapping. This module maps the question ontology (see example above) over ontology stored in documents retrieved by our document retrieval module. The mapping algorithm includes morphological transformations, e.g. the slot Capital in the previous ontology maps National-Capital in the CIA FactBook OIL geographical ontology, and semantic transformations, such as synonym expansions. The document ontologies that map successfully over the question ontology are passed to the next module as candidate answers. For example, for the above question ontology, the only candidate answer in the CIA FactBook is: 
class-def Country

  slot-constraint Name has-value "Italy"

  slot-constraint National-Capital has-value "Rome"

  slot-constraint ...

· Answer validation and explanation. This module verifies that candidate answers are correct, by verifying additional constraints not caught in the question ontology. For the above example, we know from the question semantic representation that candidate answers must be named entities of the type CITY. This constraint is verified by the candidate answer “Rome”. In the future we will extend this module with the additional verification provided by LCC's logic prover. 

We have evaluated our approach on the CIA World FactBook OIL ontology. The question test set contains 81 TREC geographical questions that have answers in the FactBook ontology. On this suite we have measured a mean reciprocal rank (MRR) score of 67.90, which proves the high potential of the semantic web QA system. 
4. Multimedia retrieval 

This task extends our textual QA system with the capability to retrieve multimedia elements, such as images and sounds. Currently we are focusing on image retrieval, where answers are portions of text enhanced with additional images. Note that this is a different approach than other image retrieval systems (e.g. GoogleImages) which retrieve images without the text context. We believe that the combination of text and multimedia files provides the most comprehensive answer, where each answer piece (text or image) can be used to validate the other. 

Similarly to the semantic web approach, our multimedia QA system has been implemented as a direct extension of our textual QA system. The driving idea behind this approach is that we treat multimedia objects (i.e. images) similarly to named entities, for which a complex extraction and scoring mechanism already exists in the QA system. Following this idea the following modules were added: 

· Document normalization. In the textual QA system, the document normalization module converts HTML web documents to a canonical ASCII format. During this process, HTML specific elements, which include images, are discarded. In order to have text and image question answering work, images obviously need to be preserved in the document canonical form. We constructed a new image named entity type, and we modified the document normalization module to convert the HTML image tags (i.e. <IMG>) to our internal named entity representation. 

· Detection of image answer type. This module detects when a question requires an answer type image. For example, most definition questions (e.g. “Who is Saddam Hussein?”) can have images as answers, unlike most reason questions (e.g. “Why is the sky blue?”), where images are not required. Our current prototype implementation assigns to all questions an additional answer type image. In the future we will examine heuristics that set the answer type image based on a combination of the current answer type (e.g. LOCATION, MANNER) with answer type words (e.g. “capital” in “What is the capital of France?”). 

· Image filtering. Many images are used in HTML documents for the document layout (e.g. background images, bullets). This module removes this images, which otherwise would become false answer candidates. The work on this module is still in progress. We investigate various heuristics that eliminate images based on size, ratio of length versus width, name, and position in document. 

· Image scoring. While from the QA perspective images share many common features with named entities, there are also many significant differences. The most significant is that, while named entities tend to appear in the context formed by the question keywords, images almost always appear outside, in a different paragraph or table as dictated by the HTML layout of the document. Hence, different scoring heuristics are required for the identification of image answer candidates. The current heuristic assigns a score to image entities based on the distance (measured as a surface text metric) from the image entity to the center of the question keywords in the corresponding answer. 

5. Conclusions 

LCC's approach in the “Question Answering for the Web” AQUAINT contract is to design and develop a web agent, which will automate many of the search tasks which are currently performed manually. So far we have addressed three tasks that bring us closer to our goal: (i) detecting answer relevance, such that the web agent knows when to alert the user that it found important information, (ii) question answering on the semantic web, such that the web agent can take advantage of the high-quality information stored in semantic web ontologies, and (iii) image retrieval, such that the textual answers retrieved by the QA system are extended with multimedia information. 












































































































































































































































































