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1. Summary of Project Focus

Columbia University and University of Colorado at Boulder have formed a team in order to build under the ARDA AQUAINT project an integrated system for answering complex questions. These are questions that require interacting with the user to refine and clarify the context of the question, whose answer may be located in multiple non-homogeneous text databases, and for which presenting the answer requires combining and summarizing information from multiple sources and over time. The proposed work addresses research in all three of the following areas outlined in the AQUAINT BAA: Question answering and interpretation, Determining the answer, and Formulating and presenting the answer. 

Current language technology has recently demonstrated measurable success in locating small pieces of text that contain the answer to very specific, factual questions that an analyst might ask, such as “When was the president of the Ukraine elected?”. Recent evaluations from the NIST/DARPA/ARDA-sponsored Q&A track at the Text REtrieval Conference have shown the utility of integrating effective word matching techniques adopted from information retrieval with practical semantic models of the text in the documents and detailed plans for answering different kinds of questions. The heart of our approach is to extend this integrated statistical and semantic approach to allow the system to handle much more complex questions. By integrating multiple models of the information in the text at the word, clause, event, and document level, we will automatically derive links between related events and descriptions and associate questions with multiple answers even when the questions do not match one of a set of pre-specified types and when the answer uses very different terms than those in the question. 

Finding the answer to complex factual questions with single answers will be a significant step forward. However, many questions do not have such constrained, single answers. For many questions, the answer is subjective, open to interpretation and bias, and dependent on context and time. To generate a satisfactory answer to such questions requires the ability to collect all relevant answers from multiple documents in different media and languages, intelligently weigh their relative importance, and generate a coherent summary of the multiple facts and opinions reported. 

We are focusing on the intelligence analysts’ perspective to build an end-to-end system for handling questions that extend beyond the factual, single-answer kind. For this project, we are taking advantage of the specific Q&A task, evaluation environment, and shared data. System output will be provided at several different levels, from annotation of text with semantic labels to event recognition to full synthesis of answers from multiple text fragments, and interfaces will be provided to the various levels, so that results can be integrated and tested with other approaches and potentially for other tasks. 

Such a system requires several research advances. We are currently investigating new paradigms for the organization and presentation of information, including a detailed, yet efficiently computable semantic model at the word, clause, and sentence level, and an event-based model for organizing and linking parts of documents. This is being coupled with innovations in the processing of spoken question material, modeling of the context for handling connected questions and answers (such as follow-ups and clarifications) within a session, and cutting-edge summarization technology for putting together in a single paragraph hundreds or thousands of potentially related text pieces while eliminating redundancies and identifying conflicts and contradictions. Our research plan brings together approaches from disparate areas of language processing – semantic analysis, shallow parsing, statistical machine learning for lexical and document properties, information retrieval, information fusion, and natural language generation. Interactions between these technologies can be formally evaluated, deployed in practical applications, and give rise to further investigations based on the successes and failures of the various combinations of techniques that we are exploring. 

In order to handle questions that are ambiguous or have multiple, conflicting, and time-dependent answers, we have identified five core technologies that we are investigating and plan to integrate: Semantic annotation of phrases with FrameNet labels, obtained via an efficient statistical semantic parser; Context management that supports user feedback on answers and follow-up questions via a dialogue interface; Handling spoken questions via novel class-based stochastic models that focus on the words that are important for question answering and incorporate acoustic models for realistic, noisy environments; Event recognition and Information tracking that identifies atomic events in documents, links them into related event clusters at various levels of detail, and provides an alternative way of combining information from multiple text segments across multiple sources; and Information fusion and Summary generation, which allows for combining multiple paragraph-length answers in a concise response that highlights the common parts and the important differences across sources. Evaluation is also a critical component of our project, both by participating in TREC and ARDA-sponsored evaluations and developing specialized collections of questions and answers tailored to the types of questions we are investigating. For more details on the core technology areas and evaluation, refer to the revised executive summary and statement of work supplied at contract negotiations in October 2001.

2. Achievements during the period June 2002 – November 2002

During the first six months of the project, we focused our efforts on three areas: implementing a baseline Q&A system, similar in capabilities to current TREC Q&A systems; exploring advanced technologies in the processing of questions and answers that we now have started integrating into our end-to-end Q&A system; and developing preliminary parameters of the data needed for effective system training and evaluation, including identifying and assessing the suitability of various existing collections of questions and answers. During the subsequent six months of the project, covered by this progress report, we worked on three areas parallel to the above: improving and refining our baseline Q&A system for short factual answers, which culminated in our participation in TREC in July 2002, and more recently in a large system integration effort between Columbia University and the University of Colorado; further developing advanced components of the system for answering complex questions on definitions, events, and opinions, as well as improving the quality of semantic parsing; and collecting question and answer data for complex question types, including opinions.

2.1. Integrated Question-Answering System: Developing an end-to-end system for question answering was a task of high priority, since neither Columbia University nor the University of Colorado at Boulder worked on the specific task of question answering or participated in TREC’s Q&A track before the AQUAINT contract was awarded. Our aim was to develop a prototype system that would offer capabilities similar to those of typical TREC Q&A participants (i.e., answer factual questions with one-sentence answers directly extracted from the source texts), and would at the same time support the future integration of advanced techniques for handling the types of questions listed in our proposal and contract. Two separate prototype systems were completed in the spring of 2002. During the period May–July 2002 we focused on adding modules to the prototype systems that improve the accuracy, robustness, and speed of the systems. We submitted runs from these two prototypes to the 2002 TREC Q&A track in July.

The modules added to the prototype systems during that period include: A module that expands queries formulated from the question according to paraphrasing patterns. A module that adds terms to a query by automatically learning good answer words to supplement the question words (e.g., adding “km” or “mile” when a numeric distance answer is sought). A module that assigns priorities to terms in a query according to IDF, capitalization, and named entity features, to properly select which terms to drop when an initial search is unsuccessful. A module that combines extracted results from multiple sources (presently, Google for searching the entire web and MG (Managing Gigabytes) for searching the local TREC collection) weighting potential answer according to their frequency and estimated reliability of extraction. A module that uses thematic roles from semantic parsing to improve question classification. And a module that uses thematic patterns, again using information from the semantic parser, to constrain the short phrase selected from a passage obtained during the search.

After the submission of our TREC runs, the main thrust of the system building effort was on integrating the prototypes built at Columbia and Colorado. We evaluated the performance of individual modules, and focused on building a combined system that uses the best modules from each prototype. We designed detailed APIs for communication between modules across the sites at different levels of detail, so that one module may request only a high-level response while another accesses details such as the syntactic or semantic parse of a sentence. We implemented a series of servers, communicating by exchanging XML data structures over HTTP. A central server coordinates communication between several sub-servers; this was done for allowing in the future complex patterns of interaction, as required when a question goes through refinement over the dialogue interface. The central server also supports persistent distributed calculations in the case when partial processing results can be re-used in the future (e.g., caching of search results). The QA/IR server performs question analysis and information retrieval, incorporating semantic parsing of both the question text and retrieved texts. These semantic parses are available in the returned results for subsequent use in other system modules. The Answer Generation server currently supports one of the advanced question answering modules that we have integrated into the full system in addition to short answers, that for handling definitional questions. Finally, a CGI client offers a graphical web-based interface to our system.

2.2 Advanced Technologies for Question Answering: Our efforts in individual technologies for advanced question answering over the past six months included work in extracting and formulating definitions, and partitioning recognized events according to participants. We also incorporated several new approaches in our semantic parsing module, and performed initial work on the recognition and clustering of opinions.

For definitions, we determined by analyzing existing definitional answers a set of predicates that appear in definitions across a variety of semantic domains. These predicates include, for example, the “genus-species” relationship between a more general term and a more specific subtype of that class, synonyms, and cause-effect relationships. We tagged a number of instances of these predicates in text for a set of 50 terms, and used this information to automatically obtain patterns for recognizing the predicates in new text. (This has been currently completed for four of our predicates.) Once predicates are extracted, we cluster together instances of the same predicate that substantially share the same information, in order to avoid redundant answers. Then we select representative sentences from each cluster, and order them in a final answer extending to several paragraphs. We participated in the recent AQUAINT definition evaluation, and preliminary results indicate that about half the selected sentences are relevant and only about 15% are redundant.

We improved the event detection module developed in the first six months of the project to reorganize results according to participants in the event sentences, and link sentences that share the same participants and time period. We are in the process of adding more features in our event detector, and we will test how passages linked by event information differ for the purposes of answer summarization from passages linked by traditional word sharing.

We added backoff models to our semantic parser and combined some constituents to reduce ambiguity; this resulted in substantial improvements in both precision and recall. We integrated 18 thematic roles extracted by the semantic parser into our system for question analysis and answer selection. Using a combination of query feedback and WordNet-based expansion, we implemented two mechanisms for formulating alternative search queries for a given question. We also built thematic role patterns, based on annotations produced by the semantic parser, to automatically constrain the role of the answer we are seeking (e.g., instrument or agent).

Finally, we developed parts of our module for answering opinion questions. We have built a recognizer for words that signify opinion phrases and a classifier that partitions adjectives, verbs, and nouns according to whether they express a positive or negative attitude. We will use these two components to select opinion sentences from the search results and separate them into clusters for and against a specific entity such as the U.S. government. 

2.3. Identifying and Addressing Data Needs: We continued exploring existing data sources for collecting questions that require long or complex answers, and sample answers for them. During the last six months, we focused on three directions in this area: We built an automated system for crawling a series of forums in the online version of the BBC, where broad political questions are posed and highly subjective answers are provided by readers of the site (typically, we collect 8-10 questions per week, each with up to 50 sample paragraph-long answers). Secondly, we collected data and word level statistics over large samples of conservative and liberal op-ed pieces from American newspapers, which we will use as training material for our opinion separation module. Finally, we are exploring ways to partially automate the organization of answers that humans have provided in complex questions, by using clustering software to automatically recognize paragraphs that are common across multiple answers.

3. Plans for the period December 2002 – May 2003

During the next six months we will continue to develop the modules of our system, exploring additional tasks and methods for annotating and processing questions. For our definition module we will identify additional predicates, expand the pattern learning to more of the predicates that we already have identified, explore new methods for combining predicate instances into definitions, and investigate further the issue of ordering definitional information. We will add to our event recognizer the capability to select the most prominent participant across an article or set of related articles, as well as lower-level features that will improve the accuracy of selecting events. We will also test event-based clusters of answers against our current similarity-based clusters for organizing the content of long answers. We will complete the prototype of our opinion answer module by adding the capability to locate the target of positive or negative modifiers in an identified opinion sentence, separating opinion sentences according to different targets, filtering the relevant opinions by matching with the question, and clustering the results to reduce redundancy. We will further improve the semantic parser by expanding the thematic role patterns, implementing an HMM-based version, and retraining using expanded FrameNet data and data from the PropBank currently being developed at the University of Pennsylvania.

A number of new modules will also be developed over the next few months. First, we will incorporate in our system early in 2003 the first version of our contextual dialogue manager, for handling series of related questions. Later in the spring we will add speech recognition models for processing spoken questions in noisy environments (work in training these models is currently ongoing). On the text side, we will add a new module that will learn plans for formulating biographical answers offline, and then extract the relevant information and instantiate an appropriate plan when a question about a person comes to the system. We will also focus on increasing the use of semantic information extracted by the semantic parser in several of the current modules of the system (definitions, events, and opinions). 

