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Abstract— In this paper we outline a methodology for 

evaluating the situation awareness (SA) provided by a 
supervisory interface for an autonomous on-road vehicle.  Our 
goal is to be able to use the evaluations to compare interface 
designs with respect to how well each facilitates the users’ 
acquisition of situation awareness.  We used Endsely’s  Situation 
Awareness Global Assessment Technique (SAGAT) [8] and 
developed scenarios and assessment questions appropriate for 
supervisors of  autonomous on-road driving vehicles.  We 
describe the results of two experiments used to refine our SA 
assessment implementation.  In a third experiment we applied 
the refined implementation to a graphical user interface we 
developed to test the sensitivity of our SAGAT implementation.  
We discuss the results of this experiment and implications for 
applying the SAGAT methodology to supervisory user interfaces 
for autonomous vehicles.  
 

Index Terms— human-robot interaction, evaluation, situation 
awareness, supervisory user interface 
 

I. INTRODUCTION 
ser interfaces for robots fill several roles:  they provide a 
mechanism for a user to give input or commands to a 

robot; they provide information to the user about the status of 
the robot; and they provide information about the remote 
environment in which the robot is operating.  As robots move 
out of the research laboratories and into operational 
environments, these interfaces will be used by users who are 
not robotics experts.  In order to develop usable interfaces, we 
need to find techniques for evaluating human-robot interfaces.  
 Usability engineering for desktop computers has been 
developing evaluation techniques and metrics for the past 
twenty years.  ISO 9241[1] defines usability as the 
effectiveness, efficiency, and satisfaction with which specified 
users achieve specified goals in particular environments. The 
question is whether current methods of usability engineering 
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and human-computer interaction (HCI) are adequate to assess 
interfaces designed for human-robot interaction (HRI)?   

There are some key differences between human-computer 
interaction and human-robot interaction.  One difference we 
are interested in is the number of individuals who might 
interact with a robot and the roles those individuals might 
assume [2,3].  Users can interact with robots as operators, 
supervisors, peers, bystanders, or mechanics and 
programmers.  Each of these roles needs different information 
and different interactions.  It is possible that one person could 
assume more than one role.  This would necessitate a user 
interface that presented the required information for the roles 
assumed and supported the required interactions or controls.  
It is also possible that a number of different users could 
interact with the robot simultaneously, each assuming 
different roles.   

Another key difference is that many times, the user and the 
robot are not co-located.  Therefore, part of the information 
the user may need is an understanding of the remote 
environment.  This is particularly true for the roles of the 
operator and the supervisor, as individuals in these roles are 
most likely to be remote.  Designers of user interfaces for 
teleoperation use the term “telepresence” to refer to providing 
the robot operator with the feeling of “being in the 
environment.”   Teleoperation user interfaces rely heavily on 
video from cameras placed on the robot.   It is difficult for 
operators to navigate, even in familiar environments, when 
cues to distance and location are degraded by a narrow field of 
view and abrupt changes in field of view.  Cameras are often 
close to the ground which provides a perspective most of us 
are not used to.  Even familiar objects can be difficult to 
recognize under such conditions.  In addition, the environment 
often has undesirable conditions, such as poor lighting or 
smoke, that impair visual perception.  Communication issues 
can also result in degraded video being transmitted to the 
operator.   

We are interested in evaluating interfaces for the 
supervisory role.  Our current work focuses on the domain of 
autonomous vehicles in on-road driving situations.  The 
supervisor would be responsible for monitoring a number of 
vehicles and either intervening when a vehicle encounters a 
problem or handing the vehicle off to an operator if the 
supervisor does not currently have the resources to handle the 
intervention.  We are able to use traditional usability testing 
methods to assess the interactions necessary for intervention.  
However, we currently lack a way to assess the presentation 
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of the information the supervisor uses to determine if an 
intervention is needed or is likely to be needed soon.  That is, 
we need to assess the situation awareness provided by the user 
interface.   

II. SITUATION AWARENESS 
Endsely [4] defines three levels of situation awareness:  
perception, comprehension, and projection.  Perception is the 
basic level of situation awareness (SA level 1).  This level of 
awareness is achieved if operators are able to perceive in the 
user interface the information that is needed to do their job.  
The next level is comprehension (SA level 2).  Not only must 
the information be perceived, it must be combined with other 
information and interpreted correctly.  The third level (SA 
level 3) is projection or the ability to predict what will happen 
next based on the current situation.  As situations are dynamic, 
time is critical to situation awareness as well.  User interfaces 
need to be designed to facilitate the continuous acquisition of 
SA.  
  

III. EVALUATING SITUATION AWARENESS 
Operator interfaces for control of semi-autonomous systems, 
such as aircraft, power plants, and manufacturing systems, 
have been assessed for situation awareness.  Performance 
based, knowledge-based, subjective ratings, or direct 
assessment methodologies have been used to evaluate 
operators’ SA.   

Performance methods look at the outcome [5].  Did the 
system (consisting of the user and the robot) perform correctly 
given the situation?  While we are interested in the end result, 
there are problems with attributing incorrect behavior solely to 
a lack of situation awareness or even attributing correct 
behavior to good situation awareness.  Users are not perfect; 
even given good situation awareness, they can make 
inappropriate decisions and issue commands that are 
inappropriate.  Factors in the environment or problems with 
the robot can prevent an appropriately selected plan from 
being completed.  Users with a lack of situation awareness 
may also be able to select an appropriate behavior.   

Knowledge-based methods are used in experimental 
conditions to isolate particular components and assess them 
individually.  Knowledge-based methods are better at 
uncovering declarative information than procedural 
information.  Verbalization methods, such as think-aloud and 
talk-aloud protocols [6] are also used to discover what 
information users are relying on when making their decisions.   

Subjective measures [7] ask users to assign a numerical 
value to their situation awareness at any given time.  While 
this gives an indication of the level of awareness, it fails to 
help developers understand what information is missing.  This 
method, however, can be used in an operational environment.  

  

IV. DEVELOPMENT OF A METHOD TO MEASURE SITUATION 
AWARENESS IN HRI 

Our work is modeled after the Situational Awareness Global 
Assessment Technique (SAGAT) developed by Endsley [8].  
This evaluation methodology uses expert knowledge to 
develop questions that assess the users’ awareness of a 
particular situation.  The methodology uses a simulation. The 
user is stopped during the simulation and given a quick series 
of questions to answer.  These questions assess the three 
levels of situational awareness.  After answering these 
questions, the users are returned to the simulation.   

We felt that the SAGAT methodology was appropriate to 
implement for several reasons.  First, we wanted to use the 
technique in formative evaluations and separately from the 
assessment of the user interaction.  We did not want to have a 
system fully integrated with robots for such early evaluations.  
We wanted to use the evaluations to compare interface 
designs with respect to how well each facilitates the 
acquisition of situation awareness by users.   

In the following sections we describe the implementation of 
the SAGAT methodology, the two experiments we used to 
refine the implementation, and a third experiment we used to 
assess the sensitivity of the implementation.   

 

V. DEVELOPING THE HUMAN-ROBOT INTERFACE 
We selected on-road driving as the domain.  While we 
envision that the final HRI will support multiple vehicles, we 
stared the implementation with only one vehicle as we felt it 
was important to develop our SA questions appropriately for 
one vehicle.  Then we would move to the case for multiple 
vehicles.  However, we did design our user interface so that 
the features were scalable to multiple vehicles.   

Fig. 1 shows the initial user interface we developed. The 
assumption is that sensors on the vehicle can provide 
information such as the number of cars around the vehicle, 
current traffic controls, obstacles perceived in the roadway, 
and pedestrians nearby if the vehicle is in an urban 
environment.  Also, the vehicle would provide information 
such as speed and amount of fuel left.   We used a map 
background for the HRI. We used three blocks of text to 
display the detailed information about the vehicle, the 
environment, and the route.  The detailed information about 
the vehicle and the environment can be closed if the user 
wishes.   All the windows can be moved around to suit the 
user’s preference.  For multiple vehicles, the detailed 
information could be designed as tabs.  The supervisor could 
select the correct tab for the vehicle she wished to see, or a 
particular tab could be displayed automatically if there was an 
issue with that vehicle.   

We used two superimposed symbols to show the status of 
the vehicle and the surrounding environment.  The outer 
symbol represented the status of the environment surrounding 
the vehicle while the inner symbol represented the status of 
the vehicle.  We used both symbols and color to reflect a 
changing status so we did not make assumptions about the 
color perception of the supervisors.  Fig. 2 shows the icons 
used in the HRI to display the various conditions of the 
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vehicle and the environment.   In our experiment, the 
conditions for changing the status were preset but in an 
operational environment, the supervisor would have control 
over this.   
 

 
Figure 1.  The initial supervisory HRI used in the experiment 

 
STATUS  
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Vehicle 
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Vehicle 
Caution 
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Trouble 

Environment 
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Environment 
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Figure 2.  The icons used to reflect the status of the vehicle 
and the surrounding environment 

 

VI. DEVELOPING THE SIMULATION AND THE SCENARIOS 
In order to conduct our experiments, it was necessary to 
implement a simulation.  The 'SimDrive' simulator program 
was written starting with 'GPS-Drive' [9] as a base to utilize 
its routines for displaying maps and for working with GPS 
data points.  GPS-Drive is a GPS navigation system which 
runs on Linux and is written in C using the GTK+ graphics 
library.  GPS-Drive is written under GPL (GNU General 
Public License) [10].  

We implemented routines to view simulated driving 
scenarios and created a file editor to add details (such as 
traffic) to the scenarios.  For our experiments, we created 
simulation data files using the file editor.  We used a handheld 
GPS unit to collect position data for a number of routes within 
a 40 mile radius of our laboratory.  We collected this data on 
different roads at different speeds.  Then we selected the 
segments we wanted to use in the experiment and used the file 
editor to input different conditions, such as the amount of 

traffic, etc.  The GPS data points were stored once/second and 
were presented at the same rate in the simulation.   
 
 

 
Table 1:  Scenarios used in our experiments 
# Speed 

limit 
# 
Lanes 

Vehicle 
in 
Lane  

Risks at 
freeze point 
during 
Experiment 
3 

Conditions 
encountere
d during 
scenario 

1 45 4 right Red light, 
slow speed 

Red light; 
another car 

2 55 6 right Excess 
speed 

Speed limit 
exceeded 
entire time 

3 45 4 left Congestion, 
slow speed,  
2 cars in 
other lane 

Speed limit 
exceeded; 
two cars 
encountered 

4 45 4 right Debris 
blocking 
lane;  
car beside, 
slow speed 

Cars 
encountered 

5 55 6 right  Car in front Speed limit 
exceeded 

6 55 4 right Car to left; 
car in front 

nothing 

7 55 4 right Exit in a 
mile;  slow 
speed 

Low fuel; 
exit at 2 
miles 

8 45 4 right Lane 
blocked by 
debris;  
debris on 
left 
roadside;  
car beside, 
slow speed,  
congestion 

Car passing; 
traffic 
stopping 

9 45 4 left Debris in 
front; car 
behind,  
slow speed, 
congestion 

Pedestrian 
and two 
cars; vehicle 
shifts lanes;  

1
0 

45, 
35, 45 

4 left  Pedestrian 
on roadside 

Speed limits 
change; right 
turn made 

 
We developed 10 scenarios that represented different types 

of driving conditions and different hazards.  We used 
scenarios from freeway driving and from highway driving.  
We have not yet incorporated scenarios for rural driving, 
driving in suburban neighborhoods, or driving in congested 
city streets.  Rural driving poses fewer problems, and driving 
in suburban neighborhoods and congested city streets present 
more many more problems for autonomous driving vehicles.     
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In the two types of driving scenarios we constructed, 
drivers need to be aware of traffic in parallel lanes, traffic 
ahead and behind their vehicles, exits and on-ramps, speed 
limits, debris in roadways, traffic controls on highways, and 
pedestrians at intersections.  Drivers also need to have 
knowledge of the condition of their vehicle, such as fuel 
remaining or engine lights that are on.  Route information is 
also important.  Is an exit that should be taken approaching?  
How close is the destination?   

Table 1 describes the scenarios that we used for our 
experiments.  We have a database that holds the “ground 
truth” about the scenario.   That is, we have data points and 
speed data from the GPS unit.  Using the simulation editor we 
can insert the different environmental conditions, such as 
traffic, and the destination information compatible with the 
GPS data points.   

VII. SA ASSESSMENT QUESTIONS 
Following the SAGAT methodology, we used our ‘SimDrive” 
simulator to show a driving sequence to subjects.  At a certain 
point in time the simulator is frozen, the screen goes blank, 
and the subject is asked to turn to another computer and 
respond to a set of situation awareness questions based on the 
three levels of SA as defined by Endsely.   

The first step in developing questions for the three levels of 
SA is to draw on experts in that particular domain.  As we 
were working in the on-road driving domain, we used a 
computerized driving training program as the source for our 
questions (Driver-ZED1).  We used direct questions about the 
vehicle status, the environment, and the status of the mission 
as SA level 1. These were given as multiple choice questions. 
There is only one correct answer for each of the three 
questions about status.    For SA level 2, we asked the subjects 
to determine the potential risks in this situation.  They were 
asked to select these risks from a list that was displayed.  The 
lists of risks to select from were always the same but the 
actual risks were different for each scenario.  For SA level 3 
probes, we asked subjects to respond “yes” or “no” to 
questions such as “could you turn left right now?”  There was 
only one SA level 3 question for each situation which was 
based on the situation at the time of the freeze.   

VIII. EXPERIMENT ONE 
The objective of the initial experiment was to determine how 
well our SAGAT implementation worked.   

A. Subjects 
Ten subjects, all of whom held valid drivers’ licenses, were 
recruited from our co-workers.  Nine males and one female 
participated.   
 

 
1  Use of this product does not constitute endorsement by the National 

Institute of Standards and Technology 

 
 

Figure 3.  Data collection user interface for experiment one 

B. Experimental Design 
Subjects were told that they were monitoring a remote 
autonomous driving vehicle and that as supervisors they 
needed to know if the vehicle was having trouble at any given 
time.  They were told that this experiment involved only a 
simulation of this vehicle.  They were shown the user 
interface and the meaning of the various icons was explained.   
They were told that at a certain point in time the simulation 
would stop and they would be asked questions about the 
condition of the vehicle, the route, and the traffic conditions.  
Subjects were shown how to display the windows for the 
condition of the vehicle and the environment.  All subjects 
choose to have these on the screen during the experiment.  
They were allowed to arrange the windows however they 
wished.  We developed three demonstration scenarios that we 
presented to subjects to train them in the procedure for the 
experiment.  Then we presented the 10 driving scenarios, each 
lasting 1-2 minutes. After each scenario, both in the training 
and in the actual experiment, the subjects were given the 
situation awareness questionnaire screen for the scenario they 
had just monitored.  The scenarios were presented in 
randomized order to each of the subjects to eliminate order 
effects.  At the end of the 10 scenarios, we gave the subjects a 
questionnaire asking them to rate the difficulty of assessing 
the condition of the vehicle, the environment, and the route.  
  

IX. RESULTS 
Tables 2, 3, and 4 show the results for the three levels of SA 
that we assessed in this experiment.  For SA level 1, there 
were three points for each scenario as we asked one question 
about the status of the vehicle, one about the status of the 
environment, and one about the status of the route.  The 
results for SA level 1 were encouraging.   
  
 
 
 
  

SA Level 1 
Questions 

SA level 2 
Questions 

SA level 3 
Question 
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Table 2.  The percent of incorrect responses for the 3 
categories of SA level 1 for experiment one 

Scenario Vehicle Environment Route 
1   10 
2   10 
3  10 10 
4  10 20 
5   30 
6   20 
7 30 10  
8  20 10 
9  40 10 

10   20 
Table 2 shows the incorrect responses for the 3 categories of 
SA level 1 we were testing.  If the table entry is blank, that 
indicates 100% correct responses.  Subjects had little trouble 
with identifying the condition of the vehicle except for 
scenario 7.  In this scenario, the vehicle’s condition went red 
at the very end, so subjects may not have had enough time to 
recognize this.  The environment and route responses were 
more problematic.  One potential issue with the route is that 
the information was presented textually and in a different 
location in the user interface than the vehicle and environment 
information.   All the scenarios where subjects incorrectly 
answered the environmental SA question had different 
conditions for the vehicle and the environment.  However, this 
was also true for scenario two.  One possible explanation is 
that subjects relied more heavily on the textual description 
than on the icon indicators.   

 
Table 3.  SA level 2 responses for experiment one 

Scenario # of risk 
indicator

s 

omissions– 
Mean(SD) 

additions– 
Mean(SD) 

1 1 .20 (.42) .10  (.32) 
2 1 .20 (.42) .00 (.00) 
3 2 .30 (.48) .00 (.00) 
4 2 .40 (.51) .10 (.32) 
5 2 .70 (.67) .10 (.32) 
6 3 .50 (.53) .00 (.00) 
7 1 .00 (.00) .10 (.32) 
8 1 .10 (.32) .30 (.48) 
9 3 1.30 (.67) .00 (.00) 

10 1 .10 (.32) .00 (.00) 
 
For SA level 2 each scenario had a different number of 

risks.  There was not merely a right or wrong answer.  
Subjects could omit risks and add risks.  That is, they might 
fail to mark a risk that we identified or they might add a risk 
that was not actually present in the scenario.   

Table 3 shows the mean number of omissions and additions 
for each of the 10 scenarios.  Omissions were the primary 
source of error as opposed to additions.  As the number of 
risks increased so did the number of omissions.  This could 
possibly be attributed to the ability of subjects to recall all the 
risks.  We were also concerned about the descriptions of the 
risks and how those were interpreted by the subjects.  For 
example, scenarios 5 and 9 were more problematic than the 

others.  One of these scenarios had an obstacle in the road.  
Both scenarios described vehicles in relationship to the 
vehicle being monitored.  The text description for scenario 5 
was: 
 “truck (right-ahead, speed = 55, distance = 10 m)” 
This was meant to be interpreted as a vehicle that was on the 
right of the autonomous vehicle and ahead of it by 10 m.   

Scenario 9 had the following description of the Obstacle: 
 “debri (right lane, distance = 15 m)” 
The subjects needed to also note that the vehicle description 
showed the autonomous vehicle in the right of 2 lanes.  
Therefore, the debris was in front of the vehicle.   
 
Table 4.  The results for SA level 3 from experiment one 

Scenario % Correct % Didn’t know 
1 70 20 
2 80 10 
3 80  
4 90  
5 50  
6 80 10 
7 100  
8 50  
9 40 10 
10 40 10 

 
Table 4 shows the results for SA level 3.    We gave subjects 
the option of selecting “I don’t know” to eliminate guessing.  
As the table shows, 6 answers in total were “I don’t know”.   
Scenarios 5, 8, 9 and 10 were the most problematic.  The SA 
level 3 question for scenario 9 was: 
 “is it safe to break suddenly to avoid an obstacle?” 
The answer was “no” as there was a car directly behind the 
autonomous vehicle.  Not surprisingly, the same scenarios that 
caused problems with SA level 2 also caused problems with 
SA level 3.  If subjects have difficulty recognizing the risks 
present for level 2, they will be unable to correctly make 
predictions about safe courses of actions to take.   

 
Table 5.  Post-experiment questionnaire for experiment one 

Question  
 

Mean rating (1 – 
extremely easy, 7 – 
extremely difficult)  (SD) 

Determining overall 
condition of vehicle 

2.7 (1.2) 

Determining overall 
condition of 
environment 

2.7 (1.2) 

Determining overall 
condition of route 

2.4 (1.1) 

Awareness of 
situation (1 – always 
aware, 7 never aware) 

3.0 (0.8) 

How many cars do 
you think you could 
monitor with this UI? 

1.3 (ranged from 1 to 3) 
(0.7) 
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Table 5 shows the results of the post-experiment 

questionnaire.  In general, subjects felt that it was relatively 
easy to determine the condition of the vehicle, environment, 
and route (SA level 1).  However, they did not feel that they 
would be able to monitor many more vehicles using this user 
interface.   

X. EXPERIMENT TWO 
After studying the results of experiment one, we decided that 
we needed to revise our assessment questions for SA level 2 
and level 3.    First, we needed to revise the way that we asked 
subjects to indicate risks for SA level 2 as results from 
experiment one seemed to indicate that this was confusing.  
We wanted to make the assessment more precise to indicate 
for example, how subjects were to note that a car was to the 
left and ahead of the vehicle.   In the first experiment we 
expected subjects to check multiple boxes to indicate a 
situation such as a car is ahead in the left lane.  We were not 
sure that our subjects always remembered this even though it 
was explained in the introduction and training.  We 
redesigned the data collection portion for SA level 2 to clarify 
this.  For SA level 3, we gave subjects three choices: yes, no, I 
don’t know.  However, we were not sure if their yes or no was 
based on the correct awareness of the situation, so we added 
an explanation box for subjects to explain why they answered 
as they did.  We did not change the SA level 1 questions, the 
scenarios or the user interface design.   

A. Subjects 
We recruited 3 subjects from co-workers.  All subjects held 
valid drivers’ licenses.  We used only a few subjects as we 
regarded this experiment as more of a pilot to test the newly 
designed collection user interface prior to running the 
experiment again.  Two of the subjects were males and one 
subject was female. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.   Data collection UI for experiment two and three 

B. Experimental Design 
We used the same explanations and training as in experiment 
one.  We again presented the 10 scenarios in randomized 
order so that all subjects saw them in a different order.  
However, the questionnaire assessment for level 2 SA was 
changed to be more precise.  For the SA level 3 question, we 

added an explanation block of text.  We wanted to use this to 
determine the subjects’ interpretations of the information.   
The new situation assessment questionnaire is shown in Fig. 
4.  

XI. RESULTS 
We made no changes to the questions or data for SA level 1 so 
we expected to see very similar results to those in experiment 
one if our SA methodology is repeatable.  Table 6 shows the 
results for SA level 1 questions.   
 
Table 6.  The percent of incorrect responses for the 3 
categories of SA level 1 for experiment two 

Scenario Vehicl
e  

Environment Route 

1    
2   67 
3   33 
4  33 33 
5   33 
6  33  
7 33 33  
8 33 33  
9  33  
10    

 
Note that in Table 6, a blank indicates that all of the responses 
were correct.    As with experiment one, the subjects had less 
trouble with the SA level of the vehicle than with the 
environment or the route.  In experiment one, scenarios 3, 4, 
7, 8 and 9 received incorrect answers for environment.  In this 
experiment, scenarios 4, 6, 7, 8 and 9 received incorrect 
answers.  Route information seemed less troubling for these 
subjects, however.  Given the small number of subjects we 
used in this experiment, we hesitate to make assumptions 
about the repeatability of the SA level 1 portion of the 
experiment, but we feel that results look promising. 

The big change we were investigating was the way we were 
eliciting answers for SA level 2.  While we made the 
specification of the risks more precise in the way we asked 
subjects to indicate them, we also greatly increased the 
number of boxes that subjects had to check to indicate the 
situation.       
 
Table 7.  SA level 2 responses for experiment two 

Scenario # of risk 
indicator

s 

omissions– 
Mean(SD) 

additions– 
Mean(SD) 

1 2 .00 (.00) .00 (.00) 
2 1 .33 (.58) .00 (.00) 
3 6 1.66 (1.15) .00 (.00) 
4 7 5.33 (1.53) .33 (.58) 
5 3 1.33 (1.53) .00 (.00) 
6 5 1.33 (1.15) .00 (.00) 
7 2 1.33 (.58) .00 (.00) 
8 5 3.33 (.58) .67 (1.15) 
9 7 4.67 (1.15) .00 (.00) 

SA level 1 
questions 

SA level 3 
question

SA level 2 
questions 
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10 1 .00 (.00) .67 (1.15) 
 
As we noted earlier, our attempt to clarify data collection for 
SA level 2 increased the number of risk indicators that 
subjects had to check.  Referring to Fig. 4, a subject 
identifying a car ahead and to the right would check (under 
“There are Vehicles”) “ahead” and “in the right lane.”  
Subjects could explicitly check the “There are Vehicles” box 
but were automatically given credit for it if they checked any 
of the boxes in that category.   

As in experiment one, subjects had more omissions than 
additions.  There were clearly more problems with SA level 2 
than in our previous experiment.  Not surprisingly, the 
scenarios that had more risk indicators had the most 
omissions.   

For the SA level 3 we asked for a rationale for their choice. 
Table 8 shows the responses of subjects to SA level 3.   
 

Table 8.  The results for SA level 3 from experiment two 
Scenario % Correct % Didn’t 

know 
Correct Rationale (# 

of responses) 
1 33  0 (2) 
2 100  3 (3) 
3 100  3 (3) 
4 33 67 1 (2) 
5 100  1 (3) 
6 100  2 (2) 
7 67  2 (3) 
8 67 33 0 (2) 
9 67 33 1 (2) 

10 67  1 (2) 
 

Scenario 4 was the most problematic.  In this scenario, we 
asked if the car could safely move into the left lane.  The 
correct answer was no as there was a car in that lane.  One 
subject answered correctly and provided the correct rationale.  
The other two subjects did not know. Scenario 4 also had a 
high number of omissions for SA level 2.  Therefore, it was 
not surprising that subjects had problems with SA level 3.  In 
scenario 5, all subjects answered correctly, but only 1 had the 
correct rationale.   

 

XII. EXPERIMENT THREE 
In our third experiment, we tried a different approach.  We 
kept the data collection method for the SA levels the same as 
in experiment two.  We changed the design of the user 
interface to a more graphical design of the supervisory 
interface.  Although we were not pleased with the elicitation 
method for SA level 2 information, we needed to make sure 
that we varied only one condition at a time.  This interface 
design was motivated by comments from our subjects in the 
two previous experiments. They commented that viewing the 
situations graphically seemed more intuitive to them.  In this 
presentation method, the scenarios were animated and 
presented in the lower right hand corner of the display.  The 
icons were still shown on the view of the map but the more 
detailed text descriptions were now replaced by the graphical 

animation.  The speed and fuel information was also displayed 
in a more graphical fashion.  The redesigned user interface is 
shown in Fig. 5.   

A. Subjects 
Eight subjects participated in this experiment.  All eight held a 
valid driver’s license.  Six of these subjects were male and 
two were female.  None of these subjects had participated in 
experiment one or experiment two.   

B. Experimental Design 
We gave the subjects three training tasks to familiarize them 
with the procedure and then administered the ten tasks, using 
the same SA level 1, level 2 and 3 questions as in experiment 
two.  We used the refined collection user interface shown in 
Fig. 4.  We did not administer the post-experiment 
questionnaire for these three subjects.   
 

 
 
Figure 5.   Graphical user interface used for experiment three 
 

C. Results 
Table 9 shows the results for SA level 1 from experiment 
three.  A blank cell in Table 9 indicates that all responses were 
correct.   
 

Table 9.  The percent of incorrect responses for the 3 
categories of SA level 1 for experiment three 
Scenario Vehicl

e 
Environmen

t 
Rout

e 
1   12.5 
2 12.5   
3   25 
4   37.5 
5  12.5 25 
6   12.5 
7 25   
8  25 25 
9  12.5  

10    
 

As in experiments one and two, the route information was 
more problematic than the vehicle and environment status.  
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The display of the route information had not changed so we 
did not anticipate improvements in these responses.   

Table 10 shows the responses for SA level 2 given the more 
graphical presentation of the information.  We made 2 
changes to the number of risks from experiment three.  
Scenario 4 had the debris moved to the front of the vehicle 
which decreased the number of boxes that subjects needed to 
check by 1.  A car and debris were added to scenario 8 
increasing the number of risk boxes to be checked by 4.   

Not surprisingly, there are more omissions for scenarios 
with a higher number of risks.  There are also more additions 
in scenarios with larger numbers of risks.  Scenario 6 seems to 
be an exemption to this.  Scenario 6 was extremely boring in 
that no risks changed during the scenario.   
 

Table 10.  SA level 2 responses for experiment three 
Scenario # of risk 

indicator
s 

omissions– 
Mean(SD) 

additions– 
Mean(SD) 

1 2 .38 (.52) .00 (.00) 
2 1 .00 (.00) .00 (.00) 
3 6 1.13 (.64) .50 (.53) 
4 6 1.00 (1.31) .25 (.46) 
5 3 .38 (.52) .25 (.46) 
6 5 .50 (.93) .00 (.00) 
7 2 .88 (.83) .13 (.35) 
8 9 2.75 (1.16) .25 (.46) 
9 7 2.13 (1.36) .13 (.35) 

10 1 .00 (.00) .00 (.00) 
 
Table 11 shows the responses for SA level 3.  
 
Table 11.    The results for SA level 3 from experiment three 
Scenario % Correct % Didn’t 

know 
Correct Rationale (# 
of responses) 

1 75 25 4 (5) 
2 100  7 (7) 
3 100  8 (8) 
4 87  8 (8) 
5 100  8 (8) 
6 100  7 (8) 
7 100  7 (7) 
8 87  7 (8) 
9 100  8 (8) 
10 87  7 (8) 
 
 
Table 12.  Post-experiment questionnaire for experiment three 
Question  Mean rating (1 – extremely 

easy, 7 – extremely 
difficult)   (SD) 

Determining overall condition 
of vehicle 

1.6 (9.5) 

Determining overall condition 
of environment 

1.75 (0.5) 

Determining overall condition 
of route 

2.25 (1.0) 

Awareness of situation (1 – 
always aware, 7 never aware) 

2.25 (0.7) 

How many cars do you think 
you could monitor with this 
UI? 

 2.6 (ranged from 2 to 4) 
(1.1) 

Although we asked for a rationale, not all subjects gave one.  
Thus column 4 shows the correct rationale and the number of 
responses we received for that scenario.  Interestingly, for 
scenario 4, one subject gave the correct rationale but answered 
the questionnaire incorrectly.  This could have been just a slip.   

Subjects felt it was easy to determine the condition of the 
vehicle and the environment, more so than the condition of the 
route.  They felt they could monitor several vehicles using this 
type of user interface.  Table 12 contains the results of the 
post experiment questionnaire we gave subjects.   

XIII. DISCUSSION 
Experiment three shows an improvement in SA level 3 
understanding over that measured in experiments one and two.  
There were fewer “I don’t know” answers and a greater 
percentage correctly answering the question.  We also saw an 
improvement in SA level 3 between experiments two and 
three.  However, as we had so few participants in experiment 
two, we cannot draw any conclusions from this. 
 

Omissions
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Figure 6.  Comparison of number of risk indicators and mean 
omissions by experiment 
 
Fig. 6 shows the mean omissions for the number of risk 
indicators for the three experiments. That is, for a given 
number of risks (1-9), how many omissions did subjects 
average in the different experiments?  Recall that the change 
we made to elicit SA level 2 responses more precisely 
increased the number of risk indicators that subjects needed to 
mark.  Therefore, experiment one had no more than 3 risk 
indicators, while experiment two had a maximum of 7, and 
experiment three had a maximum of 9, although we had no 
scenarios with 4 or 8 risk indicators.    For 1 to 3 risk 
indicators, subjects in experiments two and three performed 
about the same and both performed either better than or 
similar to subjects in experiment one.  For higher number of 
risk indicators, subjects in experiment three performed either 
better or approximately the same as subjects in experiment 
two.  However, due to the small number of subjects in 
experiment two, this data must be treated with caution.  
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However, when combined with the results for SA level 3, we 
are able to say that SA level 2 is improving as SA level 3 
cannot be achieved without first gaining SA level 2.   

We believe that the way we elicit SA level 2 needs to be 
refined considerably given the number of omissions by 
subjects.    We need to do several things.  We need to analyze 
our assessment questions to determine if the factors we ask 
about for SA level 2 are necessary and sufficient to answer the 
SA level 3 questions. That is, we need to determine not only 
overall results, but which risk indicators in particular are being 
missed.  Secondly, we need to look at the order in which 
subjects fill out the SA assessment questions.  If the majority 
of the subjects fill them out in order, then we can try varying 
the order of questions to determine if the failure to answer 
correctly is a limitation of short term memory.  We also need 
to look at the particular items that subjects miss and analyze 
the scenarios to determine how long the risk has been visible 
to the subject prior to the assessment.  This would help 
determine the length of time that is needed for subjects to see 
and comprehend SA level 2 information.  Being able to vary 
the lengths of time subjects have to recognize and 
comprehend risks and measuring the resulting SA level 2 
would be a valuable evaluation technique for supervisory 
human robot interfaces. 

We are considering experimenting with a more visual 
approach to collecting data to assess level 2 SA.  We could 
present a set of graphic representations similar to those 
presented in the human-robot interface to determine the 
situation awareness.  This presents an interesting question 
about the relationship between the presentation of the 
information in the human robot interface and the data 
collection tool. 

 

XIV. CONCLUSIONS AND FUTURE WORK 
We believe that the method we developed based on the 
SAGAT methodology for assessing situational awareness 
shows promise for assessing supervisory user interfaces.   The 
three experiments we conducted lead us to believe that the 
methodology is repeatable and does have the sensitivity to 
discriminate between user interface treatments.   

However, developing the assessment questions, even for a 
domain where expert information is readily available, is 
difficult.   We think that the data collection tool we used is a 
reasonable starting point for assessing SA level 1 and SA level 
3.  We need to find a better way to assess SA level 2.  
Participants in our experiment had difficulty as the number of 
risks increased.  This is problematic as we have not yet 
considered the more complex scenario of driving on urban 
streets with many pedestrians, parked cars, and children 
playing.   We need to examine the tension between precision 
in data collection and increasing the amount of information 
the subject needs to recall in order to perform well.  We also 
need to determine how the amount of time users have to 
monitor the different conditions affects performance.   

We also need to determine a way to validate our 
methodology.  In a separate field study of off-road semi-
autonomous driving vehicles, we calculated the time vehicle 

operators needed to acquire situation awareness when an 
intervention was requested by the vehicle [11].  In this 
analysis, we measured the time that operators spent 
manipulating the remote vehicles’ cameras, prior to either 
taking control and teleoperating or issuing a command to the 
vehicle.  Not surprisingly, the more specific the intervention 
request, the less time it took operators to acquire SA.  We also 
found differences due to different types of terrain [12,13].  We 
are considering devising an experiment to investigate the 
difference between user interfaces using SA acquisition time 
as the metric.  It would be interesting to run the same 
scenarios as in the experiments reported in this paper, but 
asking subjects to intervene at the same point as when we 
froze the simulation.  Subjects would be asked to press an 
“action” button when they were ready to “take control.”  We 
would record the time this took in addition to asking subjects 
to select a plan from a multiple choice set.  We could then 
determine if there was a relationship between SA acquisition 
time and the results from our SAGAT study.   

Our long term intent is to develop supervisory user 
interfaces for multiple vehicles.  The SAGAT methodology 
will have to be modified to accommodate multiple vehicles.  
For this domain, we will need to seek out experts in similar 
areas, such as air traffic control and monitoring of public 
transportation.  We will need to develop the appropriate level 
of abstraction, both for the SAGAT method and for the 
human-robot interface.    

If a number of robots and humans are working as a team, 
we will need to develop methods to assess the situation 
awareness of all members of the team [14, 15,16,17].  Team 
members, both humans and robots, will need to be aware to 
some extent of what the others are doing.  We will also need 
to extend this to accommodate the notion of roles [3].  A 
supervisor of multiple robots will need to be aware of when 
operators are assisting some of them or when robots are part 
of a team and may be given instructions by a peer.   

Our research at this point is still exploratory.  We need to 
conduct more experiments, first to refine our implementation 
and eventually to test the reliability of our work.   We believe 
that development of such a methodology is necessary for 
assessing how well human-robot interfaces facilitate the 
acquisition of situation awareness.   

For those interested in applying this SA methodology, the 
simulation, the user interface designs, and the domain 
questions are all available by contacting the authors.   
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